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Abstract

The recent increase in the number of megapixels in digital cameras has resulted in images that have a higher spatial resolution than is required by most imaging applications. This excess of pixels offers an opportunity to redesign imaging sensors to achieve improvements in other aspects of photography instead of spatial resolution. Improved low light sensitivity, expanded dynamic range, and improved color estimation are possible by altering the sensor’s color filter array (CFA). The CFA is a mosaic of optical filters overlaying each photosensitive site on the sensor that controls the spectral sensitivity of the pixel. A few novel CFA designs are proposed to achieve the improvements stated above.

In addition to the above potential improvements to images for human perception, novel CFAs can enable multispectral imaging where the full spectrum of incoming light is estimated. There is a rich field of multispectral applications including computer vision, remote sensing, and medicine. Unfortunately expensive equipment is typically required to acquire multispectral measurements, which could be eliminated using new CFAs with a small number of color filters.

For cameras with new CFAs, there is a great challenge in designing the image processing pipeline, the series of calculations that transforms the raw output from the sensor into a desirable image. In general, one needs to perform demosaicking to estimate a full color image from the sensor’s image where only a single band is measured at each pixel. Also denoising is required to suppress photon shot noise and noise from imperfections in the sensor electronics. Finally, a transformation is needed from the input color space defined by the sensor’s spectral sensitivities to a desired output color space.
The Local Linear Learned ($L^3$) pipeline is presented that simultaneously performs demosaicking, denoising, and color conversion for an arbitrary CFA to an arbitrary output color space. Although there exist numerous image processing algorithms for camera pipelines, very few have the ability to operate on any CFA, estimate images in color spaces with any number or shape of bands, or perform any of the pipeline calculations simultaneously. The $L^3$ algorithm learns from a training set of images a method of clustering and adaptive linear filtering for each cluster. As a result, the algorithm can adapt to a specific dataset, CFA, and desired output color space that are appropriate for a particular imaging application. After training, the pipeline is applied to a pixel from a sensor image by identifying the appropriate cluster and applying that cluster’s pre-computed filters. The algorithm enables rapid design and testing of future CFAs by automatically generating the image processing pipeline.

To address the spectral design of the CFA and potential multispectral applications, the problem of estimating a surface’s reflectance is analyzed. The reflectance, which describes how much light a surface reflects at each wavelength, is estimated using a small number of colorband measurements along with knowledge of the spectrum of the light and camera sensitivities. The $L^3$ reflectance estimation method uses local filtering based on training reflectances that have similar color measurements to a given test point. The $L^3$ method and the optimal Bayesian estimator have similar performance. The localization of the estimate compared to a global linear estimator is most advantageous for constrained datasets that may appear in specific applications.
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Chapter 1

Introduction

1.1 Motivation for novel sensors

The number of pixels on modern digital cameras has rapidly grown in the past few years. Cameras today typically have such high megapixel counts that they far exceed the resolution of existing displays. For example, more than 10 high-definition 720p displays are required in order to view an image from a 10 megapixel camera without downsampling. Also diffraction and aberrations from the camera’s optics blur the image at the sensor, which limits the effectiveness of high spatial sampling [1]. Instead of simply increasing spatial resolution, the large number of pixels offer a possibility to improve other aspects of photographs. Possible improvements include increased sensitivity for low light photography, dynamic range expansion for scenes with bright and dark regions, and improved color accuracy.

Advances in these applications are possible by altering the color filter array (CFA) of sensors in modern cameras. The CFA is a set of optical filters in almost all digital cameras that overlay each photosensitive site on the sensor so each pixel measures only a particular color of light. The camera’s sensitivity to light for each type of pixel in the CFA can be described by the camera’s quantum efficiency for each channel. These functions give the probability that a photon with a given wavelength will excite an electron-hole pair in the sensor. Generated electrons in each pixel of the sensor are collected and counted to determine the amount of light at each pixel in that pixel’s
Figure 1.1: **Bayer and novel CFAs with expanded capabilities.** (a) Bayer pattern, (b) RGBW CFA with translucent pixel for low light, (c) six-band CFA for improved color or multispectral imaging, and (d) six-band CFA for potential medical use.

The Bayer CFA shown in Figure 1.1(a) is in almost all cameras today [2]. Figure 1.1(b) shows a CFA where half of the green pixels from the Bayer CFA are replaced with white pixels [3]. The white pixels have transparent filters so their sensitivity is given by the sensor’s silicon. This increased sensitivity enables very low light photography. Similar CFAs with pixels with increased sensitivity such as white pixels have been considered in other publications [4, 5] and a number of patents [6, 7, 8, 9, 10, 11].

The additional pixels could be used not just to improve photographs for human viewers, but to measure spectral features that cannot be directly observed by the human visual system. Human vision is enabled by the retina, a thin layer at the back of the eye that contains photoreceptors. These are millions of cells called cones that react to the incoming light. There are three types of cones each with a different sensitivity to light, which can be described as spectral curves over the visible range. Since there are only three types of cones in the human retina, human vision has a limited ability to differentiate between objects with similar spectra.

There are a number of optical imaging devices such as application specific cameras, microscopes, and endoscopes that have similar technologies to consumer cameras but are interested in light beyond its perception by people. Multispectral or hyperspectral imaging deals with trying to observe spectrums from a scene, not simply the three
color components that can be observed by the human visual system. The spectrums can also include wavelengths outside the visible range of 400-700 nm such as near infrared wavelengths of 700-1100 nm. The additional information in the spectrum may greatly simplify the task of classifying or detecting objects that have similar color appearances to human observers.

Multispectral applications include remote sensing [12], computer vision [13], displays and printers [14], art [15, 16], food safety and inspection [17, 18, 19], and medical applications including microscopy [20], fluorescence imaging [21], pathology [22], diagnosis [19], dermatology [23], and telemedicine [24].

There are a large number of specialized devices for capturing multispectral images [25]. Unfortunately all are very expensive and require a long acquisition time, which restricts measurements to stationary scenes without moving objects such as people. Typically these devices can simultaneously acquire two dimensions and sequentially scan the third dimension needed for multispectral imaging.

A camera with a CFA featuring a number of colorbands such as in Figure 1.1(c), offers the possibility of cheaply estimating multispectral scenes using a single acquisition that can occur very quickly. In addition to the typical red, green, and blue pixels, the CFA has cyan, magenta, and yellow pixels. The six-band sensor can be used in a multispectral camera to estimate the amount of light for any wavelength in each pixel. Development of such a multispectral camera should not cost much more than a regular consumer digital camera but could be used in many specialized applications.

Observing six colorbands allows improved color estimation over typical sensors with three bands. Since the cyan, magenta, and yellow filters transmit more light than the red, green, and blue filters, this CFA may also have increased low light performance. Similar CFA designs have been proposed [26], and the general design of CFAs for multispectral imaging has been studied previously [1, 27, 28, 29].

The CFA in Figure 1.1(d) shows a modified six-band design that may be used specifically in medical cameras that operate inside the body for superior performance in tissue classification. The sensor is designed to more heavily measure the red part of the spectrum, since internal tissue typically is more reflective in the red region.
These CFAs are only a few of the possible novel CFAs that may soon be developed. There are a number of publications that already propose new CFA designs or design methods [1, 4, 30, 31, 32, 33, 34, 35, 36, 37]. There is great potential to exploit spectral properties in specific applications of the future by designing CFAs for particular datasets. For imaging sensors that are designed to operate only in specific environments such as in the body, a factory, or a computer vision system, the sensor and processing can be optimized for the very narrow set of scenes that the sensor will be used to capture.

1.2 Image processing pipeline challenges for novel CFAs

A major challenge with novel CFAs is the difficulty of designing the image processing pipeline, which is a series of calculations that converts the output from the sensor into a desirable image for display or storage. The following are the calculations that comprise a typical image processing pipeline [38]. All pipelines generally have some form of each of these calculations although the order may be changed or additional algorithms may be introduced [39].

- **Defect correction** accounts for errors in the sensor such as dead or hot pixels.
- **Lens shading** adjusts the intensity at different locations in the image to account for the decreased exposure near the outside of the image.
- **Demosaicking** estimates the unobserved colorbands at each pixel to generate a full color image from a CFA image.
- **Denoising** attempts to remove any noise while still preserving the underlying content of the image.
- **Color transform** converts from the color space measured by the sensor into a desired standard color space. For images that are to replicate human perception
of the original scene, the output colorbands are typically a linear combinations of the \(XYZ\) color matching functions shown in Figure 3.1 [40].

- **Deblurring / Sharpening** attempts to create a more pleasing image with defined edges by restoring details that have been blurred by the camera.

- **Gamma transform** applies an exponential to the linear intensity values so the output image can be displayed properly and comply with standard color formats such as \(sRGB\) [41].

- **Compression** reduces the file size while minimizing the perceptual change in the image.

The demosaicking, denoising, and color transform are the only parts of the pipeline that critically depend on the particular CFA. Although a large number of algorithms have been proposed for each of these three calculations, most do not apply to novel CFA designs. Also certain assumptions that are the basis of many image processing algorithms for standard \(RGB\) based images fail to generalize to arbitrarily defined color spaces.

Demosaicking novel CFAs is challenging because spatial and spectral correlations in the images must be exploited to generate high quality images. When estimating values at a particular pixel, nearby measurements are often from different colorbands while pixels of the same color are farther. The colorbands may overlap and have important correlations that should be exploited to properly demosaic the image.

Similarly, denoising is challenging because of the difficulty in separating the signal from the noise that exists throughout the different colorbands. The strength of the noise differs among the colorbands based on the amount of light in each band. Also the noise in each colorband differs across pixels because one band was measured while the others were estimated when demosaicking.

For Bayer cameras, the color transform is typically performed as a linear combination of the estimated \(RGB\) values to the output \(XYZ\) values at each pixel. Often the same transformation is used for all pixels regardless of content or noise level. This approach can seriously fail for certain CFAs or output color spaces especially if the
spectral filters overlap or there are significant differences in noise levels among the channels.

To illustrate the difficulty of processing novel CFAs, consider measuring with the *RGBW* CFA shown in Figure 1.1(b) and estimating *XYZ* under the following conditions.

- **Very low light** - Red, green, and blue measurements are very noisy and unreliable, but the white measurements are much less noisy. Since it is impossible to accurately estimate rich colors from these measurements, the color transform should rely heavily on the white channel, and the output images should be close to grayscale.

- **Dim light** - Red, green, and blue measurements are noisy, and the white measurements contain little noise. The white channel can assist in demosaicking and denoising by identifying structures in the scene such as edges. All four channels should contribute to the output image and be in the color transform.

- **Bright light** - All measurements contain little noise although the white channel may saturate and become unreliable. The white measurements are not very helpful in the color transformation because the red, green, and blue sensitivities are designed to approximately lie in the subspace spanned by *XYZ*. The color transform depends primarily on the red, green, and blue channels.

Clearly the demosaicking, denoising, and color transformation must adapt to the peculiarities of this particular CFA and change significantly over different light levels. This illustrates the difficulty of creating processing pipelines for novel CFAs.

### 1.3 Local, linear, learned pipeline

The traditional method of using heuristics and assumptions about images to design the above stages of the image processing pipeline is inefficient and very difficult for many new CFA designs. A learning method is presented that automatically forms a pipeline by calculating filters and necessary parameters from a training set of data.
The proposed approach estimates the output image in one fast calculation instead of the separate calculations commonly required for demosaicking, denoising, and transforming color. The subtle correlations between the different channels of the CFA and the desired output color space are learned from the training set. Learning also enables the resultant algorithms to be optimized for particular applications and datasets, which in general was impossible with previous algorithms. Computational costs are kept to a minimum by requiring only linear calculations and scalar comparisons in the pipeline.

1.4 Reflectance estimation from few spectral measurements

With a method for processing any possible CFA, the next important question is how to design the CFA for a particular application. The bands should be designed to adequately measure the wavelengths of interest while minimizing sensor cost and measurement noise. In order to understand the design tradeoffs, one must study the problem of estimating spectra from a small number of measurements like the different channels of a camera. It is much easier to understand the tradeoffs of the spectral sensitivities by initially ignoring the spatial dimensions of the camera.

Chapter 4 investigates the problem of estimating an object’s reflectance using measurements from a camera with known spectral sensitivity under a known illuminant. An object’s reflectance is a function of wavelength that describes the percent of incident light on the object that is reflected. The reflectance determines the appearance and color of the object. The local, linear, learned reflectance estimation method is introduced, and its advantages and limitations are presented.
1.5 Thesis outline

Chapter 2 presents the $L^3$ (Local, Linear, Learned) approach used throughout the thesis. The $L^3$ image processing pipeline for arbitrary CFAs is developed in Chapter 3. The spectral problem of estimating a reflectance from camera measurements is considered in Chapter 4. Conclusions and possible future work are provided in Chapter 5.
Chapter 2

$L^3$ Overview

2.1 Local, linear, and learned concepts

The approach and algorithms introduced for image and reflectance estimation are referred to as $L^3$. This stands for Local, Linear, Learned, and highlights unique features of the method. In general, the $L^3$ approach is a way to leverage training data to estimate an unknown vector based on a vector of possibly noisy measurements. For image estimation, the CFA measurements surrounding a pixel are used to estimate a small number of spectral bands at the center pixel. For reflectance estimation, the measurements are a small number of spectral bands of light coming from an object that are used to estimate the object’s reflectance. The following are unique features of the approach.

**Local** refers to the adaptive nature of the estimation. This is in contrast to global approaches where all estimates are formed in an identical manner. Such global algorithms fail when the relationship between the measurements and desired outputs changes significantly based on the observed measurement values. To perform the adaption, the measurement space is divided into clusters. The clusters are designed so similar objects or image features are grouped together. The estimates for all measurements that fall in the same cluster are calculated in an identical manner and are optimized for the members of that cluster.

**Linear** emphasizes that almost all the algorithm’s calculations are linear, hence
very fast to compute. Computational requirements are very important when operating on modern images and videos that contain millions of pixels. Many published image processing algorithms have very high computational requirements that may be too expensive for many applications. For a set of measurements, the proper cluster is identified using only linear calculations and comparisons. Then, a pre-computed linear filter for that cluster is applied to form the estimates. Under certain assumptions, the Wiener filter derived in Appendix A is the optimal linear filter for each cluster and is robust to the expected noise level of the measurements. In particular, assume the signal and noise are independent in a given cluster. Due to the signal-dependent nature of Poisson shot noise, this is not strictly true. But it is assumed since it simplifies the calculation and is reasonably valid when the training data in the cluster are similar.

**Learned** means that the estimation is driven by extracting statistics from a training set of data. Since estimation is generally an underdetermined problem, statistics from the datasets are needed to guide the estimates. Instead of relying on heuristics and general knowledge about images, which is common in image processing although challenging for non-RGB images, machine learning techniques are used to optimize the processing over a training set. The clustering method is learned from the training set. Then, the Wiener filter is calculated for each cluster, which achieves the least error over the training data in that cluster. As a result of the learning, the $L^3$ approach automatically generates estimates for a particular application. For applications where the reflectances or images are more constrained than typical scenes captured by consumers, the specialized algorithms may have significantly improved performance.

### 2.2 Illustrative example

Consider the fabricated estimation problem shown in Figure 2.2. The scenario is very simple where both the measurement and output are scalars. Measurements are randomly selected uniformly over the interval $[0,10]$. The corresponding desired output for each measurement differs from a fixed function of the measurement by a Gaussian
Figure 2.1: \( L^3 \) demonstration on one dimensional data. (a) Global linear estimate derived from 500 training samples with \( \sigma = 1 \). (b) \( L^3 \) estimator derived over each of eight smaller intervals.

random variable with mean 0 and a constant standard deviation, \( \sigma \). Therefore, the optimal estimate is this fixed function. The Gaussian random variable represents the deviation in the desired output that cannot be predicted from the measurement. A similar unavoidable error occurs in image and reflectance estimation because only limited measurements are available that do not perfectly predict the underlying signal. Note this unpredictability is different from measurement noise, which is absent from this example.

The optimal global linear (specifically affine) estimator derived from the training samples is shown in Figure 2.1(a). Notice that the global linear estimate is a poor fit for the data since the underlying function is very nonlinear. Figure 2.1(b) shows the result of dividing the interval \([0,10]\) into eight intervals of equal width and deriving the optimal linear (affine) estimate based on the training samples that fall in each interval. Notice that the local linear estimate closely approximates the optimal estimate except in the \([8.75,10]\) measurement interval. The optimal estimate varies too quickly in that interval to be well approximated. Now the estimator has enough freedom to closely track the optimal estimate. To make an estimate for a single measurement, first determine the interval that contains the measurement. The pre-calculated linear function or filter for that interval is then obtained from memory and applied.
Figure 2.2: $L^3$ is most valuable if relation between measurements and outputs is strong. Root mean squared error (RMSE) of global linear and $L^3$ estimators using the underlying function and localization shown in Figure 2.2 with 500 similarly generated training points. Error was calculated over 10,000 randomly generated test points.

Kernel regression provides an alternate approach to estimate the underlying function and results in a continuous estimator. However, when performing an estimate one must access the original data and perform more computations. The local linear approach was chosen for its minimal computation and memory requirements during application, which is necessary for many modern imaging applications.

Figure 2.2 shows how unpredictability in the data affects the performance of the global and $L^3$ estimates. When $\sigma = 0$, there is a deterministic relationship between the measurement and the desired output. In this case, the RMSE directly reflects the estimator’s bias or inability to approximate the underlying function. As $\sigma$ increases, the relationship between the measurement and the desired output becomes weaker, which results in an unavoidable error for any estimator. Although the $L^3$ estimator is almost optimal for this example, when $\sigma$ is large the error due to the unpredictability
of the data is large compared to the difference in bias between the global linear and \( L^3 \) estimators. As a result, the relative improvement of the \( L^3 \) estimator over the global linear estimator shrinks as \( \sigma \) increases. Measurement noise has a similar impact by degrading the performance of both estimators and shrinking the relative improvement of localization.

Therefore, the \( L^3 \) estimator is most valuable compared to the global linear estimator for datasets where there is a strong nonlinear relationship between the measurements and desired outputs and little measurement noise. Restricting the training dataset to only a subset of the possible objects or scenes in the world results in decreased uncertainty. Such constrained datasets exist for specific applications where imaged objects and scenes are more confined than in general photography.

### 2.3 Expansion to multiple dimensions

For estimation using multiple measurements, the division into local clusters and the linear estimation is performed in the higher dimensional space. If there are multiple outputs desired from the estimation, the clustering is performed once in the measurement space, and then separate linear estimators are calculated and applied for each desired output.

The method of dividing the measurement space into local clusters is an important design consideration. For computational reasons, clustering is performed hierarchically so that the number of clusters grows exponentially with the number of required branching operations. The division of a cluster into two smaller clusters involves a linear inner product and a scalar comparison, which are computationally efficient. The clusters are designed to have a strong linear relationship between the measurements and the desired outputs. If the linear relationship is not strong enough for a given cluster, further subdividing the cluster may be helpful. However, there is a risk of having too many clusters. In addition to increased computation and memory, the wrong cluster may be identified for a particular measurement due to the noise. There also is a need for each cluster to contain enough training data to avoid overfitting and generating regressions that may not perform well outside the training set.
Chapter 3

Image Estimation

The aim of this chapter is to create an image processing pipeline that offers accurate estimation and has the following important features:

- The pipeline must not demand too much computation or memory due to the large number of pixels in cameras today. Ideally the algorithm will require minimal computation and can expand in complexity as needed for increased performance.

- The pipeline must apply to any CFA. The CFA can contain any number of colorbands with any spectral shape and any spatial arrangement. Without a general approach, it is difficult to develop a pipeline that exploits the specific properties of a CFA. With a general approach, rapid evaluation through simulation of new CFA designs is possible, which otherwise requires reinventing the pipeline each time.

- The pipeline must allow output images to be in any color space. The color space can have any number of colorbands with any spectral shape. The output colorbands can be defined as an inner product between the incoming light and a sensitivity function that may have both positive and negative intervals.

- The pipeline must be robust to measurement noise. It should allow for the differing noise levels caused by the variation from dark to bright scenes. Also
it is important to recognize that there may be different noise levels across the color channels due to possible differences in overall sensitivity.

- The pipeline should be customizable for a given application. Algorithms tuned to the particulars of specific datasets may offer improved performance over pipelines for general imaging. This is especially important for cameras that will always be used for specific purposes where all imaged scenes are similar. In addition, the algorithm’s task specialization may be valuable in consumer cameras if the type of scene can be determined. This may be possible through automatic scene detection or the user’s input. For example, on many consumer digital cameras there exist pre-specified scene modes that the user can select, which could signal use of filters optimized for that scene type.

- The pipeline should be simple and understandable so that it can be adjusted to cause a desired result in the output images. Existing pipelines often require a large number of successive calculations, which makes understanding and modifying the whole system challenging. By combining several of the calculations, a designer can view the resultant images and adjust a few parameters to create a desirable change in certain images or image regions.

The $L^3$ pipeline fulfills these design requirements by leveraging machine learning on training images to simultaneously perform in a single calculation at least the demosaicking, denoising, and color transformation calculations from a traditional image processing pipeline. The lens shading stage of the pipeline presented in Chapter 1 is not initially included in the $L^3$ pipeline because it is not spatially shift-invariant. The gamma transform and compression calculations are also not included in the $L^3$ pipeline because they are highly nonlinear and easily performed in post-processing.

### 3.1 Background

There exist a large number of publications related to the algorithms in the image processing pipeline. Almost all existing research is directed to a single part of the
pipeline, and each step is considered in isolation. Only considering one of these tasks can create problems in camera pipelines due to the complex interactions of the calculations and rigid assumptions of some of the algorithms [39]. The following publications are exceptions that consider jointly performing demosaicking and denoising [42, 43, 44, 45, 46, 47], demosaicking and deblurring [48, 49], or all three at once [50].

The problems of demosaicking and denoising as commonly defined in the literature are well addressed. The differences between output images among leading demosaicking or denoising algorithms are often imperceptible [51]. Unfortunately the generally accepted problem setups for these algorithms does not match the needs of actual digital cameras. When performing demosaicking and denoising separately, the algorithms can be placed in either order. However, both approaches introduce challenges for the algorithms.

**Demosaicking**

Demosaicking is the process of estimating all measured colors at each pixel from an image with a CFA structure where only a single color is measured at each pixel. For a sensor with a three-channel CFA, two-thirds of the output image is never measured but estimated by demosaicking.

The simplest demosaicking algorithms independently interpolate each of the measurement channels. One such approach uses bilinear interpolation. Algorithms that operate on the channels independently yield poor results because they ignore the correlations between the colors. It is challenging to accurately estimate the red and blue channels of the Bayer CFA in this manner because each is measured at only a quarter of the total pixels.

Demosaicking algorithms for the Bayer CFA use cross-channel correlations by leveraging the high frequency information present in the green channel to help infer the high frequency information in the red and blue channels where it was not measured. It is common to first interpolate the green channel. Many algorithms assume that the high frequency coefficients in the red, green, and blue channels are
highly correlated [52]. The demosaicked image is often estimated by trying to reduce high frequency coefficients in color difference channels while matching observed measurements.

Surveys of existing demosaicking algorithms are available [53, 54]. Most algorithms are based on common assumptions or heuristics about images. Only a few algorithms clearly optimize for performance of a specific error metric over a set of images. A few algorithms include linear minimum mean squared error filtering or Wiener filtering as some part of demosaicking [30, 42, 47, 55, 56, 57, 58, 59, 60]. Generally these algorithms are globally linear and non-adaptive. Another demosaicking algorithm that incorporates training is provided in [61].

A number of demosaicking algorithms attempt to classify each pixel into a few different classes based on a small number of calculations often involving gradients in a few directions. The classes may reflect the presence or absence of large horizontal or vertical gradients. Once the class is determined, filters or calculations specific to that class are applied to estimate the missing values at the pixel. The $L^3$ pipeline uses a related clustering and filtering procedure.

Unfortunately almost all demosaicking algorithms are designed to work exclusively on the Bayer CFA. Demosaicking algorithms for the Bayer CFA generally offer little insight into the demosaicking of arbitrary CFAs. For example, the high frequency information that exists in the Bayer green channel that is essential to most algorithms may not exist for novel CFAs. Papers that consider alternate CFAs include [4, 30, 62, 63], however they require the spectral bands in the CFAs to be a linear combination of particular red, green, and blue sensitivities.

Demosaicking is becoming less important as pixel counts increase and errors on the order of a couple pixels that are common with demosaicking algorithms are imperceptibly small. In a pipeline, performing demosaicking before denoising poses the challenge of demosaicking noisy measurements. Noise severely degrades the performance of all demosaicking algorithms.
CHAPTER 3. IMAGE ESTIMATION

Denoising

Image denoising is the task of trying to remove unwanted random measurement noise from an image. Since only the noisy image is observed, denoising algorithms attempt to detect the underlying signal to filter out the noise without distorting the desired image. The simplest approach to denoising is to convolve the noisy image with a centrally weighted function such as a Gaussian. This reduces noise in uniform regions of the image but has the unwanted effect of blurring the entire image. All denoising algorithms try to detect the underlying structure such as edges in the image and preserve these features while averaging out noise.

The bilateral filter attempts to selectively blur the image while preserving edges [64, 65]. At each pixel, the filter is the product of a two dimensional Gaussian in the spatial domain and a one dimensional Gaussian in the radiometric domain. The hope is that any noise will be removed by averaging over space while avoiding blurring the edges. These filters are just a subset of the filters that can be obtained by learning the optimal filters using the $L^3$ algorithm. The bilateral filter is adaptive, spatially localized, nonlinear, and based on heuristics. It has also been applied to demosaicking [50].

A number of denoising algorithms rely on identifying a transform that compacts clean images into a small number of coefficients with large magnitudes [66]. Wavelets are an example of such a transform for most natural images. Since the noise is random, it will appear with equal power in all coefficients in the transform domain if the transform is orthonormal. In the transform domain, coefficients with large magnitudes are assumed to represent the signal and are unchanged. Coefficients with small magnitudes are assumed to be dominated by the noise and are either zeroed or reduced. After applying this nonlinear thresholding, the inverse transform yields the denoised image.

The $L^3$ image processing pipeline is perhaps most similar to the K-LLD denoising algorithm [67]. K-LLD clusters regions of the noisy image based on local geometric structure. A least squares problem is later solved for each cluster to determine how to form the denoised values. In contrast, the $L^3$ approach is based on training data separate from the image and does not perform any training on the noisy image.
A review of existing denoising algorithms is provided in [68]. Although many denoising algorithms exist, they generally are restricted to fully sampled grayscale images and assume additive white Gaussian noise. It is common for denoising algorithms to require a large amount of computation, which may be challenging to perform on a high resolution camera. Denoising is growing in importance as pixels shrink, capture less light, and are increasingly noisy despite improvements in sensor design.

In a pipeline, denoising could either be applied before or after demosaicking. Before demosaicking, images are not fully sampled because of the CFA pattern and have a complex noise distribution that is generally dominated by Poisson distributed photon shot noise. Denoising these images is very challenging. After demosaicking, images have an unknown noise distribution. The noise is not spatially white anymore and is harder to distinguish from the underlying image.

**Color transform**

The color transform converts measurements in the sensor’s color space to a desired output color space such as for display. The most common color space standard is sRGB, which is derived by applying a nonlinear transform to the XYZ tristimulus values under a D65 illuminant [41]. The standard D65 illuminant shown in Figure 3.16 resembles daylight. The desired color transform uses sensor measurements defined by the camera’s sensitivities under a known illuminant to estimate the appearance of the scene using a predefined set of colorbands as if the scene were under D65. For cameras to be viewed by humans, the output colorbands will be XYZ although this will be adjusted for multispectral imaging. The color transform generally has to account for two separate processes: sensor correction and illuminant correction.

Sensor correction is the process of using the measurements defined by the spectral sensitivity of the camera to estimate the desired output color space of the incoming light even though it was not directly measured. Since the camera’s spectral sensitivities are determined by the actual device, which has cost and manufacturing
constraints, the sensitivities are not a linear combination of the XYZ functions. Consequently there is no linear transformation that perfectly estimates the XYZ values from the observed measurements. Also the camera’s sensitivity functions determine how much light enters each channel, which affects the signal to noise ratio (SNR), so there is a desire to broaden the filters. The shape of the sensitivities also plays a role in the amplification of noise by the color transform as described in Chapter 4.

Illuminant correction is the process of estimating the scene’s illuminant and calculating the scene as if it were illuminated by the standard D65 illuminant. Most displays render a white point with the same appearance as the D65 illuminant so the estimated scene should match its appearance under this illuminant. This process is often referred to by a number of names including white balancing, color correction, or color conversion. The human visual system attempts to determine the scene’s illuminant and factor it out so object’s in the scene can have a relatively constant appearance under a variety of illuminations [40]. This process helps a person identify an object despite the fact that the light reflected off the object may be spectrally very different depending on the illuminant. The most challenging part of illuminant correction is estimation of the spectral shape or color temperature of the illuminant. The difficulty lies in separating the effects of the illuminant and reflectance using only the observation of their product, the reflected light entering the camera. To avoid this problem, the illuminant will be assumed.

Generally the color transform is performed by a single linear combination of the measured channels and depends on the estimated illuminant of the scene. Local linear regressions for color transforms have been used previously [69, 70, 71]. A more thorough background of the literature related to the color transform is provided in Chapter 4.

Chapter contents

In Section 3.2, the camera simulation to generate training and testing data is detailed. A pipeline using learned global linear filtering is presented in Section 3.3. This method is very fast and performs well in most parts of images but poorly in regions with
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Section 3.4 introduces the $L^3$ pipeline that improves upon the global algorithm by making it localized and adaptive to different image regions. Results of the pipelines are presented in Section 3.5 with extensions of the base $L^3$ pipeline presented in Section 3.6.

3.2 Camera simulation for generating training and testing data

Description of training set and generation methods

To generate a learning algorithm for an image processing pipeline, one needs a high quality set of input images and the corresponding desired output images. The learned algorithm will try to estimate the output images as closely as possible. Perfect estimation is impossible due to noise and a non-deterministic relationship between the input and output images.

Specifically, the training set consists of a collection of CFA measurements that contain little or no noise and the corresponding desired output, which may be calculated, designed, or measured. There is no need for the output images to be a scientifically accurate measurement of the scene if an altered image is preferable. For instance, camera manufacturers may adjust the appearance of certain colors such as the sky to make it more saturated, which might appeal to consumers. A large number of images are not required since each image contains many pixels, but the training images should be representative of the variety of scenes for the intended application. The training data must be generated only once for a camera design and an intended application, so it is reasonable to require sophisticated measurement or simulation equipment for acquisition.

There are a couple methods to generate the training data. One is computer simulations of known multispectral scenes based on basic properties of the camera. This has the advantage that there is no requirement for a physical camera prototype, which can be expensive to build especially for novel CFAs. It is very simple to experiment with new camera designs in simulation, which enables fast optimization
and testing without prototype cameras and a physical lab with calibrated test scenes. An existing camera can be characterized by photographing standard test charts to obtain the simulation parameters. As long as the simulations statistically resemble measurements from the camera’s sensor, output images from the learned pipeline will match the simulated outputs.

For an existing camera, one could alternatively photograph a scene with a known multispectral distribution and use the actual sensor measurements for training. This removes any error caused by a mismatch between the simulation and the existing device. The multispectral data from the scene could be measured using one of a number of sophisticated and often expensive pieces of scientific equipment [25].

Simulation of sensor measurements

To generate training data and evaluate algorithms, the Image Systems Evaluation Toolkit (ISET) was used to simulate digital cameras [72, 73]. The simulations accurately account for the scene, optics, and sensor while offering an environment to test different camera designs and algorithms [74].

The simulation starts with a description of the scene to be measured. Multispectral images provide the reflectance at each spatial location for a uniform sampling of the visible wavelengths. The scene is modeled as appearing on a plane that is perpendicular to the optical axis of the camera at a set distance from the camera. The screen is assumed to be Lambertian, meaning it reflects incident light equally in all directions. This simulated reflectance target is illuminated using a spatially uniform light source with a known power spectral distribution. Unless otherwise stated, $D_65$ is the illuminant. The intensity of the illuminant is varied to achieve different scene luminance levels. In actual applications, scenes often have depth, non-Lambertian surfaces, and illuminants that may vary in spectral shape and intensity across the scene. Although these simplifying assumptions have implications for the simulated photographs, removing the assumptions would require additional data that is difficult to capture and typically not included in published multispectral datasets.

The light from the simulated scene passes through the optics of the virtual camera.
The lens focuses the incident light on the sensor. The image on the sensor is blurred by the optics. The blur is described by the optical transfer function of the lens, which is a wavelength dependent function. For this simulation, lenses have no defects and are diffraction-limited for a given f-number. The simulated lens has f-number 4 and a focal length of 3 mm. For diffraction-limited lenses a point light source appears at the sensor as a dispersed pattern called an Airy disk. Real lenses may exhibit a number of defects called aberrations, although they are ignored here. A brightness falloff called vignetting occurs near the edges of the lens, but is not simulated due to the presumption that this will be corrected before applying the algorithms in this chapter. Care is taken to ensure the underlying multispectral scene is not oversampled or undersampled. The number of pixels in the sensor that observe the simulated screen is kept between 25% and 100% of the number of pixels in the original dataset. This is achieved by adjusting the field of view of the camera since the lens focal length, sensor pixel size, and distance to the screen are fixed. The aspect ratio of the sensor is adjusted to match the aspect ratio of the multispectral scene.

After the light from the scene passes through the camera’s optics, it arrives at the sensor. For most cameras, the light first passes through a filter called a hot mirror that blocks any infrared light. It is then focused toward the photosensitive silicon substrate by a microlens that is placed on each individual pixel. The light for each pixel passes through the color filter that makes up the CFA. Part of the incident light that passes through the CFA is absorbed by metal connects on top of the photodiode that are used for controlling and reading the sensor. This loss of light is described by the sensor’s fill factor.

Finally, the light is incident on the silicon photodiode where a photon with a given wavelength may generate an electron-hole pair with probability given by the quantum efficiency of the photodiode. The spectral effect of the infrared-blocking filter, color filter of the CFA, fill factor, and efficiency of the photodiode can be combined to give the spectral sensitivity of the corresponding color channel of the camera. The spectral sensitivity describes the probability a photon entering the camera towards a pixel will generate an electron-hole pair. The electrons are collected and converted to a voltage using an amplifier with a particular conversion gain. The voltage is quantized
with an analog to digital converter. Quantization is ignored in the simulations since quantization errors are typically small compared to other noise sources.

For a single picture, each pixel has a limited ability to hold generated electrons, which is given by its full well capacity. When the number of electrons generated by the light exceeds this amount, the pixel saturates. The measurement is at the maximum value and is not very useful because it is impossible to determine the correct measurement. In general for photography, the exposure duration, lens aperture, or gain (ISO) are adjusted to try to prevent saturation. However when using the RGBW CFA in Figure 1.1(b), if the illumination is bright enough to achieve noise-free measurements in the RGB channels, the white channel may saturate. Fortunately the white channel is not needed for such bright settings and only results in a small loss of spatial resolution. Saturation is disabled from presented simulations to simplify the pipelines needed for processing.

Ignoring any noise, the voltage from each pixel in the sensor, $y$, is:

$$y = eg \int r(\lambda)l(\lambda)s(\lambda)d\lambda$$

(3.1)

where $e$ is the exposure time, $g$ is the conversion gain, $\lambda$ is the wavelength of light, $r(\lambda)$ is the reflectance, $l(\lambda)$ is the illuminant in number of photons per second arriving at the pixel if the surface was perfectly reflective, and $s(\lambda)$ is the spectral sensitivity of a single channel in the camera. The exposure time for all simulations is 1/60th of a second. The spectral sensitivities for the R, G, B, and W channels used for the simulations are provided in Figure 3.1.

The ISET noise model gives $z$, the voltage measured by the sensor at a pixel, using the following equation.

$$z = (y + c + k_1n_1\sqrt{y + c} + k_2n_2)(k_3n_3 + 1) + k_4n_4$$

Here $n_1, n_2, n_3, n_4$ are Gaussian random variables with mean 0 and standard deviation 1. These variables and the signal $y$ are all independent. The dark voltage is given by $c$, which is caused by unwanted electrons in the circuit and scales linearly with exposure time. The term $k_1n_1\sqrt{y + c}$ represents the Poisson shot noise of electrons in
Figure 3.1: **Camera spectral sensitivities and XYZ color matching functions.** Solid lines are the simulated spectral sensitivities of the RGBW camera channels. Dashed lines are XYZ sensitivity functions for the output color space. The RGB channels were measured from a Nikon D100 camera while the W band is similar to the spectral sensitivity of the silicon photodiode. The maximum values of the RGB, W, and XYZ curves were set to 0.4, 0.6, and 1, respectively.

the circuit where $k_1$ is the square root of the conversion gain. The Poisson distribution of the arrival of electrons in the circuit is well approximated for large values by the Gaussian distribution with mean 0 and variance equal to the variance of the Poisson random variable. Noise caused by reading and resetting the circuit are represented by $k_2n_2$ where $k_2$ is the combined read and reset noise. Fixed pattern noise caused by undesired differences across the sensor consists of photo response non-uniformity (PRNU) and dark signal non-uniformity (DSNU). PRNU describes the differences in gain across pixels and is given by the multiplicative term $k_3n_3 + 1$ where $k_3$ is the PRNU parameter expressed as a ratio. DSNU, given by $k_4n_4$ where $k_4$ is the DSNU parameter, describes the voltage offset that can be expected among pixels when they are under the same illumination. The parameter values used for the simulations are
### Table 3.1: Sensor simulation parameters.

<table>
<thead>
<tr>
<th>Sensor parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel width</td>
<td>2.2 μm</td>
</tr>
<tr>
<td>Fill factor</td>
<td>45%</td>
</tr>
<tr>
<td>Dark voltage</td>
<td>0.01 mV/s</td>
</tr>
<tr>
<td>Read and reset noise</td>
<td>1.34 mV</td>
</tr>
<tr>
<td>Dark signal non-uniformity</td>
<td>1.41 mV</td>
</tr>
<tr>
<td>Photo response non-uniformity</td>
<td>0.22%</td>
</tr>
<tr>
<td>Conversion gain</td>
<td>200 μV/e</td>
</tr>
<tr>
<td>Voltage swing</td>
<td>1.8 V</td>
</tr>
<tr>
<td>Exposure</td>
<td>1/60 s</td>
</tr>
</tbody>
</table>

provided in Table 3.1.

The additive noise defined as $n = z - y$ is given by

$$n = (c + k_1 n_1 \sqrt{y} + c + k_2 n_2) (k_3 n_3 + 1) + k_3 n_3 y + k_4 n_4$$  \hspace{1cm} (3.2)

The noise power is needed later so it is derived below.

$$E[n^2] = E \left[ \left( (c + k_1 n_1 \sqrt{y} + c + k_2 n_2)(k_3 n_3 + 1) \right)^2 \right] + E \left[ (k_3 n_3 y)^2 \right] + E \left[ (k_4 n_4)^2 \right] + 2E \left[ (c + k_1 n_1 \sqrt{y} + c + k_2 n_2)(k_3 n_3 + 1) k_3 n_3 y \right]$$

$$= E \left[ (c + k_1 n_1 \sqrt{y} + c + k_2 n_2)^2 \right] E \left[ (k_3 n_3 + 1)^2 \right] + k_3^2 y^2 + k_4^2 + 2E \left[ c + k_1 n_1 \sqrt{y} + c + k_2 n_2 \right] E \left[ (k_3 n_3 + 1) k_3 n_3 \right] y$$

$$= (c^2 + k_1^2 (y + c) + k_2^2) (k_3^2 + 1) + k_3^2 y^2 + k_4^2 + 2c k_3^2 y$$  \hspace{1cm} (3.3)

For most cameras today, the photon shot noise dominates all of the noise sources caused by imperfections in the electronic circuits except when the number of photons captured by the camera is very low. The shot noise is an inescapable property of imaging that cannot be corrected with improved electronics and is increasingly problematic as pixels continue to shrink in size.
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Calculation of desired output images

In this chapter, all output images are calculated directly from the multispectral scene. The output images are inner products of the light that falls on the sensor with any number of defined sensitivity functions. This is accomplished by appropriately modifying $s(\lambda)$ in (3.1). However, practical limitations placed on the sensor’s sensitivity can be ignored when calculating the desired output image. For example, the output sensitivities can have any shape and may be negative, which is not possible in actual sensors. In addition, the ideal output images are calculated without any shot noise or noise due to sensor imperfections. The resolution of the output images matches the sensor’s resolution.

With the described simulation, the light passes through the lens before generating the output images so they have the effects of the camera’s optics built-in. If it is desirable to modify or correct the impact of the camera’s lens, the output image can be calculated using another more desirable lens. Then, the processing pipeline will attempt to reconstruct the image that would have been formed with the more desired lens instead of the actual one on the camera as described in Section 3.6.

When the goal of the output image is to recreate the perception of viewing the original scene, the output color space is the $XYZ$ tristimulus values or a linear combination of them. The $XYZ$ curves shown in Figure 3.1 are used as the sensitivities in (3.1). Since the equation requires the illuminant be expressed as the number of photons, the shown curves differ slightly from the standard $XYZ$ curves defined by CIE (International Commission on Illumination) that assume the illuminant is expressed in energy units [40]. The depicted curves are the product of the standard curves, Planck’s constant, the speed of light, and the reciprocal of the light’s wavelength. The curves are also scaled by a constant so that the calculated voltage from the camera simulation is converted to give accurate $XYZ$ measurements of the light that falls on the sensor.
Conversion from \textit{XYZ} to \textit{sRGB}

The \textit{XYZ} values generally describe the appearance of a light to a human observer but need to be converted to a standard color space such as \textit{sRGB} for display [41]. For displays, images typically need to be described using \textit{sRGB} for the rendered image to closely match the original scene. The white point for \textit{sRGB} displays has the same appearance as \textit{D65} so the \textit{XYZ} values need to be calculated using \textit{D65} as the illuminant by performing illuminant correction as described in Section 3.1. First, the overall intensity of the scene needs to be adjusted so it can be rendered on a device with a limited output range. This can be achieved by scaling the \textit{XYZ} values by a constant. If the scaled values are \textit{X}^*\textit{Y}^*\textit{Z}^*, the scaling should give \textit{Y}^* = 1 for the desired white point. While the \textit{XYZ} values provide a physical description of the scene, the \textit{X}^*\textit{Y}^*\textit{Z}^* values describe how the image should be rendered on a display.

The conversion from \textit{X}^*\textit{Y}^*\textit{Z}^* to \textit{sRGB} requires a linear conversion, clipping, and a nonlinear transform [75]. The linear color conversion is defined below.

\[
\begin{bmatrix}
R_{IRGB} \\
G_{IRGB} \\
B_{IRGB}
\end{bmatrix} =
\begin{bmatrix}
3.2406 & -1.5372 & -0.4986 \\
-0.9689 & 1.8758 & 0.0415 \\
0.0557 & -0.2040 & 1.0570
\end{bmatrix}
\begin{bmatrix}
\textit{X}^* \\
\textit{Y}^* \\
\textit{Z}^*
\end{bmatrix}
\]

To ensure output values can be displayed, these values are now clipped between 0 and 1 using \(\tau(x)\).

\[
\tau(x) = \begin{cases} 
0 & \text{if } x < 0 \\
x & \text{if } 0 \leq x \leq 1 \\
1 & \text{if } 1 < x
\end{cases}
\]

A nonlinear transform, often referred to as gamma encoding, converts the linear luminance scale to an approximately linear brightness scale. For the \textit{sRGB} standard, the following transform is used.

\[
\gamma(x) = \begin{cases} 
12.92x & \text{if } x \leq 0.0031308 \\
1.055x^{\frac{1}{3}} - 0.055 & \text{if } x > 0.0031308
\end{cases}
\]
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The final \(sRGB\) values are calculated below.

\[
R_{sRGB} = \gamma(\tau(R_{lRGB})), \quad G_{sRGB} = \gamma(\tau(G_{lRGB})), \quad B_{sRGB} = \gamma(\tau(B_{lRGB}))
\]

### 3.3 Global linear pipeline

A global linear learned pipeline is one of the simplest pipelines to implement and requires minimal computation. The output estimates at each pixel for a particular mean luminance are a fixed linear combination of the sensor measurements at and nearby the pixel. In this section, the pipeline introduced for a particular light level will be globally linear. However, the pipelines for different light levels will differ due to the differing SNRs. The approach is similar to some published algorithms mentioned in Section 3.1.

The algorithms in this chapter are spatially localized meaning values at each pixel in the final image are a function only of the sensor measurements at and nearby the pixel. This enables parallel processing. The existing implementation uses a square set of sensor measurements called a patch, which measures \(\sqrt{m} \times \sqrt{m}\) pixels where \(\sqrt{m}\) is odd. Since only the output values at the center pixel are estimated, the number of patches that must be processed equals the number of pixels in the image. There do not exist enough neighboring pixels to form a patch for pixels within \((\sqrt{m} - 1)/2\) pixels of the outside of the image, so no outputs are calculated in this border region.

It is common to have a similar spatial localization in demosaicking algorithms. Such a property is uncommon in denoising because non-local regions of the image may contain similar structure that can be used to determine the underlying signal and remove noise. Although locally restricting the estimation ignores possible patterns or statistics in the sensor image that may be helpful in estimation, the restriction significantly reduces computation and memory requirements.

There are several different patch types depending on how the CFA pattern lines up with the patch. Figure 3.2 shows the four patch types for the Bayer CFA, which will initially be used to illustrate the algorithms in this chapter. In general there are as many patch types as pixels in the repeating block of the CFA pattern, \(2 \times 2\) for
the Bayer CFA. Each patch type is denoted by the color of its center pixel where the output color channels will be estimated.

In general, separate filters are learned for each patch type. For the Bayer CFA, the $G_1$ and $G_2$ patches differ only by a rotation. Under the assumption that there is no fundamental differences in the vertical and horizontal directions in images, the optimal filters for these patches will also be rotations of each other. This assumption is approximately true for cameras since photographing the same scene in landscape or portrait orientations performs this rotation. Exploiting this rotation reduces the number of filters trained and stored.

Let $y \in \mathbb{R}^m$ be a vectorized sensor patch that is assumed to be noise-free. When testing, the measurements will be corrupted with noise $n \in \mathbb{R}^m$ so $z = y + n$ is observed. Note these definitions for $y$, $n$, and $z$ that represent patches will be used throughout the remainder of the chapter and are different than the related terms for individual pixels previously used in Section 3.2. Let $x \in \mathbb{R}^o$ be the desired values of the $o$ output colorbands at the center pixel of the patch.

To form the training data, $k$ patches are extracted at random from a set of training images. Let the columns of $Y \in \mathbb{R}^{m \times k}$ and $X \in \mathbb{R}^{o \times k}$ be a collection of the $y$ and $x$ vectors from each patch. Although $Y$ is assumed to be noise-free for training, the filtering needs to be robust to measurement noise. Let $N \in \mathbb{R}^{m \times k}$ be a random matrix representing measurement noise where each column is generated independently according to (3.2).
The linear estimator $W \in \mathbb{R}^{o \times m}$ is desired that makes the estimate $\hat{X} = W(Y + N)$ most similar to $X$. The affine estimator presented in Appendix A.3 was tested but not chosen because it offered little improvement over the linear estimator. Generally $m < k$, so perfect estimation is not possible. Instead the sum of the squares of the errors of the estimates is minimized. Specifically, minimize $|\hat{X} - X|^2_F$ where $|A|_F = \sqrt{\sum_{i,j} a_{i,j}^2}$ is the Frobenius norm. This corresponds to an optimal estimate as measured by mean squared error (MSE) or peak signal to noise ratio (PSNR). Unfortunately these metrics do not correspond well with perceptual errors, but are convenient for optimization [76].

For the Wiener filter derivation, a few simplifying assumptions are needed. To remove the signal dependence of the noise, $N$ is assumed to be independent of $X$ and $Y$, which may not be true in practice but is required for the Wiener filter. Instead the columns of $N$ are assumed to be independent and identically distributed with mean 0 and autocorrelation $R_n$. The diagonal elements of $R_n$ are calculated using (3.3) except the specific observed patch, $y$, is replaced by the average training patch. As a result, the Wiener filter solves for the average noise expected over the dataset even though it will vary depending on the measurement at each pixel. This assumption is reasonable for low dynamic range scenes but may be poor for high dynamic range scenes where there is a large variation in noise across the image.

Under these assumptions, the optimal linear filter is the Wiener filter, $W$, derived in Appendix A. Using (A.1), $W$ is found by solving $W(YY^T + kR_n) = XY^T$. When applying the filter to a patch, the estimate of the output colorbands at the center pixel, $\hat{x} \in \mathbb{R}^o$, is given by $\hat{x} = Wz$. If there is no noise, denoising is automatically disabled to give a demosaicking algorithm using the optimal demosaicking filter, $W = XY^+$, where $Y^+$ is the Moore-Penrose pseudoinverse.

Figure 3.3 shows the Wiener filters trained on some natural images. Each row of the $W$ matrix is the filter required to estimate a certain color channel and is converted from a vector to its corresponding patch for display. To obtain the global linear estimate of the $XYZ$ channels at the center of a patch, simply calculate the inner product between the patch and each of the three filters.

As a reference, $2 \, cd/m^2$ is similar to a dim indoor scene or an outdoor scene
Figure 3.3: Optimal filters are more dispersed for darker scenes. Derived Wiener filters to estimate the $X$, $Y$, and $Z$ channels at the center pixel of an $R$-patch. Each row of filters are scaled as shown on the right.

minutes after sunset with a clear sky. A brightly lit indoor scene or an outdoor scene at sunset under a cloudy sky is around $20 \text{ cd/m}^2$. Finally, $200 \text{ cd/m}^2$ is similar to the output from an LCD display or an outdoor scene at noon under a gray sky [77].

The filters in Figure 3.3 have a number of interesting features. Compared to bright scenes, the filters for dim scenes are more dispersed and have a smaller range of coefficients, which improves the filter’s noise robustness. For bright illumination, the few pixels near the center of the patch are a good predictor of the desired channels because they have little noise. Also the signal is more likely to be the same at the pixels in the center instead of the outside of the patch. But as noise increases, it is risky to rely so much on the pixels at the center of the patch, so the other pixels are used more heavily. By spreading out the filters, the measurement noise can be smoothed away, however the signal is also blurred.
For the two brighter illumination levels, the patch’s $R$, $G$, and $B$ pixels have the largest coefficients for the $X$, $Y$, and $Z$ channels, respectively. This occurs because these are the pairs with the most spectral overlap. For the darkest illumination, the total of the coefficients of the green channel is larger than the total of the coefficients for the red or blue channels for each of the $X$, $Y$, and $Z$ filters. The result is an image with dull colors, which causes a systematic color bias although reduces the risk of incorrectly estimating more saturated colors in the output image.

Notice that only for the two brighter illumination levels are there negative coefficients. Part of the estimates are from a weighted difference between the pixels at the center and along the edges. This helps cancel out the overall effect of colors that may not correlate well with the desired output channel while finding any differences in intensity across the patch that assist with estimating the desired output channel. This difference is particularly sensitive to noise because subtracting two random variables results in a random variable with variance equal to the sum of the original random variables.

Figure 3.4 illustrates the performance of the global linear estimation method for a bright scene with little noise. The training was performed on six similar portrait scenes that were created at Stanford. The method performs very well under such little noise and the difference between the ideal output and reconstruction is imperceptible with a Spatial CIELAB value of 0.49. The details for the perceptual metric are provided in Section 3.5. The algorithm makes errors near sharp edges such as around the necklace or specular highlights in the skin and textured regions such as in the flowers. Slight color bias can exist for saturated colors like in the top-left of the image. This is due to the difficulty of estimating saturated colors using only three measured channels.

### 3.4 $L^3$ pipeline

Since only a single set of filters are allowed in the global linear pipeline for each light level, the filters must balance the competing interests of averaging to reduce noise and attempting not to blur edges in the image. To overcome this limitation, the
Figure 3.4: **Global linear estimation performs well except near texture.**
(a) Ideal output image converted from XYZ to sRGB. (b) Result of global linear estimation using Bayer CFA with mean luminance of 500 cd/m² and 9 × 9 patch. Image was converted from XYZ to sRGB. (c) Difference between images (a) and (b). Gray value corresponds to mean over XYZ channels of absolute difference between the images at each pixel. The whitest point corresponds to errors of 10% or greater of the average value in the ideal XYZ image.

$L^3$ pipeline is introduced where a small set of Wiener filters are pre-computed and applied when appropriate to adapt to the local content of the image. The patches from the training data are organized into clusters of similar patches. For each cluster, the Wiener filter is found as described in Section 3.3 using just the patches in that cluster. If the clusters are designed well, the resultant filters are able to adapt to the particular properties of each cluster and differ between the clusters, which results in improved estimation. The clustering procedure and filters are derived from the training data once and stored. To apply the pipeline to a patch, the appropriate cluster is identified and the corresponding filters are accessed in memory and applied to give the estimate of the output image at the center pixel. Figure 3.5 provides an overview of the $L^3$ pipeline.

**Classification into flat and texture patches**

Since the largest errors caused by global linear filtering are near edges and textures, patches will be divided into two groups, flat and texture. Flat patches are relatively
uniform areas of the image that contain only low spatial frequencies. Texture patches
contain higher frequencies and appear as edges or texture. A diagram depicting the
calculations of applying the $L^3$ pipeline is provided in Figure 3.6.

To distinguish between flat and texture patches, global Wiener filters from Section
3.3 are calculated except the output color space is the same as the CFA measurement
bands (RGB for the Bayer pattern). These Wiener filters are referred to as the CFA
filters and are given by $O \in \mathbb{R}^{h \times m}$ where $h$ is the number of colorbands in the CFA.
The CFA filters estimate the values in the different CFA measurement bands at the
patch’s center pixel. This is called the overall color of the patch, denoted by $\hat{z} \in \mathbb{R}^h$, and calculated as $\hat{z} = O z$.

For each pixel in the patch, subtract the estimate that corresponds to that pixel’s
color. This results in a patch called the residual patch denoted by $z_0 \in \mathbb{R}^m$ and given
by $z_0 = z - D \hat{z}$. Here $D \in \{0, 1\}^{m \times h}$ is a matrix that describes the CFA pattern in
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Figure 3.6: Calculations for applying the \( L^3 \) pipeline. A patch is classified as flat or texture by calculating the contrast and comparing it to a threshold. If the patch is texture, it is oriented before applying the texture filters. The CFA filters shown are optimized for 20 cd/m^2.

The patch where \( D_{i,j} = 1 \) if and only if the pixel in entry \( i \) of \( z \) is the same color as entry \( j \) of \( \hat{z} \). If the patch is perfectly flat, meaning all measurements are equal in the different colorbands, the residual patch is identically 0. The amount that each value in the transformed patch deviates from 0 is a measure of the amount of texture in the patch. Therefore, the contrast of the patch is defined as \( c = \sum(\|z_0\|) \). A patch is flat if \( c \leq c^* \) and is texture if \( c > c^* \) where \( c^* \) is a predetermined threshold.

The threshold is chosen by simulating the noisy measurement process for the training patches and setting the threshold so a certain percentage of patches are classified as flat. This percentage is a design parameter of the algorithm. Since modern digital cameras tend to have a high pixel density, a large percentage of pixels can be considered flat, but this may depend on the content of the training scenes. It is important to realize that neglecting noise by calculating the threshold using noise-free training patches results in a threshold that is too low to achieve the desired percentage of flat patches when testing. This is because noise increases the contrast for all patches so a higher threshold is required to achieve the same percentage.

Figure 3.7(a) shows an example of the classification of flat and texture pixels.
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CLASSIFICATION OF PIXELS INTO FLAT (BLACK) AND TEXTURE (WHITE) PATCHES. THE THRESHOLD BETWEEN FLAT AND TEXTURE PATCHES WAS SET TO CLASSIFY 80% OF THE TRAINING PATCHES AS FLAT.

(b) ERROR OF GLOBAL LINEAR ESTIMATION FROM Figure 3.4(c).

Notice that the global linear pipeline results in small errors for flat pixels while the errors for texture patches tend to be higher as shown in Figure 3.7(b). Demosaicking and denoising errors are generally largest near edges and textures due to the difficulty of estimating the higher frequencies. The flat regions have relatively small errors. This is because there is little risk of blurring the signal, and noise can be filtered out aggressively. For these reasons, the flat patches will simply be filtered by a Wiener filter specifically trained on the flat patches. But the texture patches will be further processed in an effort to reduce their error. Fortunately a large majority of the pixels in an image are flat so calculation is still fast.

**Canonical orientation of texture patches**

A common goal in demosaicking and denoising algorithms is to avoid averaging or filtering across edges because this will blur the edge. The texture patches often have an edge or gradient, however these currently occur in any direction. No single filter for the texture patches can adapt to the orientation of the edge or gradient. The solution is to orient the patches so that the gradient is always in the same direction so a single optimal filter can be applied that takes advantage of the orientation.
Fortunately CFA structures often have one or more axes of symmetry that can be exploited. For CFA patterns with a $2 \times 2$ repeating pattern such as the Bayer and $RGBW$ CFAs, each patch type has vertical and horizontal axes of symmetry. For the Bayer pattern, the red and green patches are also symmetric along either of the diagonals.

If the CFA pattern of a patch type is symmetric over a particular axis, mirroring the patch over the axis does not change the corresponding color of any of the pixels while keeping the center pixel in the same location. The ability to mirror the patches allows one to orient them so the gradient is in a particular direction. The patches are mirrored so that one side of each axis of symmetry will have a higher sum than the other side. Arbitrarily the left and top regions of each patch are chosen to have the higher value assuming vertical and horizontal axes of symmetry. Therefore, the oriented patches are always brighter on the left and top sides than the right and bottom sides. A Wiener filter is learned for and applied to the oriented texture patches, which can now take advantage of the orientation of the gradient across the patch.

Since which sides of the axes of symmetry that have a higher value is ignored, it is only advised when the information has no particular significance. Typically this is safe because the orientation of an image contains no interesting properties. There may be slight macroscale features that occur in images such as blue from sky appearing in the top of landscape images, but these features are relatively weak on the scale of the patches.

Wiener filters for the global, flat, and texture patches are provided in Figure 3.8. The global filters are a compromise between the flat and texture filters. This is because the global filters optimize the overall squared error, which is largest for the texture patches although 80% of patches are flat. The filters for flat patches are more dispersed in order to reduce noise by averaging with little risk of blurring the underlying signal. But filters for texture patches must be more centrally weighted to avoid using measurements where the signal has changed such as across an edge. Also notice the global and flat filters are approximately symmetric, which is not true of the texture filters because they have been oriented.
Figure 3.8: **Learned global, flat, and texture filters differ.** Derived Wiener filters for estimating the $X$, $Y$, and $Z$ channels at the center pixel in an $R$-patch for a scene with mean luminance of 20 cd/m$^2$. The threshold between flat and texture patches was set to classify 80% of the training patches as flat.

**Further clustering of texture patches**

Since texture pixels contain a majority of the processing errors, it is tempting to further process them by clustering and finding an optimal linear filter for each cluster. The hope is that the texture clusters can more accurately capture differences among the texture patches. If the learned filters for each of these clusters are significantly different, the overall estimation may be improved. However, if the filters are similar, little improvement can be expected from subdividing the texture clusters. Details for how the texture patches are further clustered are provided in Appendix B. Only slight improvements of tested images are realizable by further clustering the texture patches, which means simply having a single texture cluster may be sufficient.
Implementation of flat and texture filters

Since the overall color is removed from a patch to give the residual patch during the flat/texture classification, it is more efficient to implement the flat and texture filters on the residual patch and overall color. The alternative is to either replicate the patch in memory before subtracting the overall color and apply the canonical transformation to both patches or convert the residual patch back to the original patch. To avoid this extra step, the flat and texture filters are instead converted to apply directly to the residual patch and overall color.

Let $W$ be the flat or texture filter that generates the desired estimate by $\hat{x} = Wz$. The removal of the overall color to obtain the residual patch can be written as

$$
\begin{bmatrix}
  z_0 \\
  \hat{z}
\end{bmatrix} = \begin{bmatrix}
  I - DO \\
  O
\end{bmatrix} z
$$

where $I \in \mathbb{R}^{m \times m}$ is the identity. Let the matrix on the right side of the above equation be $A \in \mathbb{R}^{(m+h) \times m}$. Since the columns of $A$ are linearly independent, $A^+ A = I$ [78]. Therefore, $\hat{x} = Wz = WA^+ z$. Let $\Psi \in \mathbb{R}^{o \times (m+h)}$ where $\Psi = WA^+$ and

$$
\hat{x} = \Psi \begin{bmatrix}
  z_0 \\
  \hat{z}
\end{bmatrix}
$$

The $\Psi$ filters produce the same estimates as the $W$ filters but can be applied directly to the residual patch and overall color as desired. These are the filters that are stored and used for computation in the pipeline.

A pseudocode description of the $L^3$ pipeline is provided in Algorithm 1. The left, right, top, and bottom functions are the sum of the entries in the corresponding side of the patch excluding the center row or column. The functions mirrorv and mirrorh flip the patch over the vertical or horizontal axes of symmetry, respectively, which are assumed to exist in the pseudocode.
Algorithm 1 $L^3$ Processing Pipeline

**Input:** Vectorized patch from sensor, $z$; CFA filter, $O$; binary matrix describing CFA structure, $D$; contrast threshold, $c^*$; tree height for texture clustering, $t$; texture branching filters, $B_n$; texture branching thresholds, $b_n$; filter for flat cluster, $\Psi_f$; filters for each texture cluster leaf, $\Psi_{t,n}$

**Output:** Vector of estimated values at center pixel for each band in output color space, $\hat{x}$

\[
\begin{align*}
\hat{\mathbf{z}} &\leftarrow O z \\
z_0 &\leftarrow z - D \hat{\mathbf{z}} \\
c &\leftarrow \sum(\|z_0\|) \\
\text{if } c < c^* \text{ then} & \\
\text{ return } & \hat{x} = \Psi_f \begin{bmatrix} z_0^T & \hat{\mathbf{z}}^T \end{bmatrix}^T \\
\text{else } & \\
\text{ if } \text{left}(z_0) < \text{right}(z_0) \text{ then} & \\
& z_0 = \text{mirrorv}(z_0) \\
\text{end if} & \\
\text{ if } \text{top}(z_0) < \text{bottom}(z_0) \text{ then} & \\
& z_0 = \text{mirrorh}(z_0) \\
\text{end if} & \\
n &\leftarrow 1 \\
\text{for } \tau = 1 \text{ to } t \text{ do} & \\
& b \leftarrow B_n z_0 \\
& \text{if } b < b_n \text{ then} \\
& n \leftarrow 2n \\
& \text{else} \\
& n \leftarrow 2n + 1 \\
& \text{end if} & \\
\text{end for} & \\
\text{return } & \hat{x} = \Psi_{t,n} \begin{bmatrix} z_0^T & \hat{\mathbf{z}}^T \end{bmatrix}^T \\
\text{end if} & \\
\end{align*}
\]
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Table 3.2: Computation required per pixel by $L^3$ pipeline.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Multiply</th>
<th>Add/Subtract</th>
<th>Compare</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculate overall color</td>
<td>$hm$</td>
<td>$h(m - 1)$</td>
<td></td>
</tr>
<tr>
<td>Subtract overall color</td>
<td></td>
<td>$m$</td>
<td></td>
</tr>
<tr>
<td>Classify as flat/texture</td>
<td></td>
<td>$m - 1$</td>
<td></td>
</tr>
<tr>
<td>Canonical orientation</td>
<td></td>
<td>$2p(m - \sqrt{m} - 2)$</td>
<td>$2p$</td>
</tr>
<tr>
<td>Hierarchical clustering</td>
<td></td>
<td>$pt(m - 1)$</td>
<td>$pt$</td>
</tr>
<tr>
<td>Filter with $\Psi$</td>
<td></td>
<td>$o(m + h)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$o(m + h - 1)$</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>$(h + o + pt)m$</td>
<td>$(h + o + (t + 2)p + 2)m$</td>
<td>$(t + 2)p + 1$</td>
</tr>
</tbody>
</table>

Computational complexity

The computational complexity of applying the $L^3$ pipeline is presented in Table 3.2. Recall that patches are $\sqrt{m} \times \sqrt{m}$ pixels, and the number of colorbands in the CFA and output color spaces are $h$ and $o$, respectively. The fraction of patches that are classified as texture is $p$. The tree height for texture clustering, explained in Appendix B, is $t$. Most of the computations involve an inner product of two vectors that are of length $m$, which requires $m$ multiplications and $m - 1$ additions. The number of multiplications can be reduced if there is some symmetry in the filters such as can be enforced on the CFA and flat filters, however this is not assumed. Note $m$ absolute values are also required to calculate the contrast when determining if a patch is flat or texture. For the canonical orientation, two axes of symmetry are assumed for the table although this may vary depending on the CFA. Terms that did not scale with $m$ were omitted from the total count of multiplications and additions/subtractions in the table.

The global linear and $L^3$ pipelines can be modified to estimate the outputs for more than one pixel in each patch. For example, with a $10 \times 10$ patch, the output color space could be estimated at the center $2 \times 2$ pixels. This would result in the reduction by a factor of 4 in the number of patches that need to be calculated and an elimination of the need for multiple patch types. The resultant images should have a similar quality to filtering with the presented method using patches of $9 \times 9$ pixels because each of the four center pixels in the $10 \times 10$ patch are at least eight pixels away from the edge of the patch like in the $9 \times 9$ patch.
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3.5 Results of $L^3$ pipeline

Noisy sensor images with CFA patterns are processed with the $L^3$ pipeline to make the estimated images in this section. These images are compared to the ideal desired output $XYZ$ images calculated from the multispectral scene at each pixel in the sensor. Unless otherwise stated, the $L^3$ algorithm has the following parameter values: $9 \times 9$ pixels, $80\%$ of training patches are flat, and tree height is zero so there is only a single texture cluster.

For display, ideal and estimated $XYZ$ images are converted to $sRGB$ as described in Section 3.2. The largest $Y$ value in the ideal $XYZ$ image is used for the white point for the conversion. This is calculated separately for each set of parameters, which explains why scenes with different mean luminance values have the same ideal rendered images.

Low light enhancement from $RGBW$ CFA

Figure 3.9 shows estimated images under a number of different settings. The capture of a scene was simulated using both the Bayer and $RGBW$ CFAs. The images were processed using the $L^3$ pipeline and a basic pipeline consisting of demosaicking with bilinear interpolation and a linear color transformation optimized for a small set of reflectances under the assumption of no noise. Bilinear demosaicking was chosen because it applies to any CFA. The $L^3$ pipeline was trained on six similar portrait scenes, one of which is shown in Figure 3.4(a). All portrait images are $517 \times 481$ pixels. The estimated $XYZ$ images from the pipelines were converted to $sRGB$ for display in Figure 3.9.

The two columns on the left are from the basic pipeline. The two columns on the right are from the $L^3$ pipeline, which has reduced the noise for all light levels compared to the basic pipeline. The images from the basic pipeline appear noisy because no denoising is performed. After scaling the $XYZ$ values so the ideal image has $Y^* = 1$ as described in Section 3.2, any values less than zero or greater than one are clipped. For the basic pipeline, the noise can cause estimated values to be outside this range. For the $2\ cd/m^2$, $20\ cd/m^2$, and $200\ cd/m^2$ scenes, $80\%$, $24\%$, and $2\%$ of
CHAPTER 3. IMAGE ESTIMATION

Figure 3.9: $L^3$ pipeline and RGBW CFA improve low light imaging. Images are the result of reconstructing a scene from simulated camera measurements and are cropped to $190 \times 280$ pixels. Ideal output image is omitted because it is very similar to the bottom-right image. Images from the darkest illumination for the $L^3$ pipeline use a single cluster, which is equivalent to the global linear pipeline, since clustering is not reliable or helpful for such a dark scene.

The pixels in the estimated images have at least one channel that needs clipped. These clipped pixels appear as saturated colors in the rendered images. On the other hand, the $L^3$ pipeline avoids this problem by compressing the range of estimated values to suppress the noise and results in almost no clipped values for any light level.

For the darkest scene, the $L^3$ pipeline generates images with desaturated colors. The RGBW CFA with the $L^3$ pipeline yields a recognizable image for the darkest scene by relying on the white channel while the other methods generate images that are generally unusable. The RGBW CFA with the $L^3$ pipeline enables imaging of dark scenes and assists in low light but has little impact, positive or negative, on relatively bright scenes compared to the Bayer CFA.

Figure 3.10 shows the impact of the $L^3$ pipeline’s adaptation to the mean scene luminance. Images in Figures 3.10(a) and 3.10(d) are from pipelines trained on the
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Figure 3.10: $L^3$ adapts to luminance in a meaningful way. Images are result of applying $L^3$ pipeline to simulated RGBW images used for Figure 3.9. Pipeline used in (a, c) was trained for 2 cd/m$^2$. Pipeline used in (b, d) was trained for 200 cd/m$^2$. Scene for (a, b) had 2 cd/m$^2$ and for (c, d) had 200 cd/m$^2$.

mean luminance that is being used for testing. These images are identical to those in Figure 3.9. Figure 3.10(b) is the result of applying the $L^3$ pipeline trained on bright scenes to an image from a dark scene. Since the measurement noise is much stronger than anticipated by the pipeline, it is not aggressively removed, and the resultant image is very noisy like those from the basic pipeline. Although the saturated colors of the large uniform areas in the test chart in the top left of the images may appear more visible with the pipeline trained on the bright scene than the one trained on the dark scene, smaller features such as the eye and eyebrow are much more difficult to see.
Figure 3.10(c) is the result of applying the $L^3$ pipeline trained on dark scenes to an image from a bright scene. Although there is little measurement noise, the pipeline significantly blurs the details of the image because it is trying to remove the noise it anticipates. The colors in the image are desaturated and similar to grayscale because the pipeline mainly relies on the white channel instead of the noisy RGB channels. The color bias of the $L^3$ pipeline for dark scenes can be viewed by comparing Figures 3.10(c) and 3.10(d).

The filters in the $L^3$ pipeline optimized for different luminance levels are different in a significant way as viewed by the large impact on the quality of the estimated images. The $L^3$ pipeline is learning to adapt to the simulated measurement noise in the sensor images. In an actual camera that may capture scenes with a large range of luminance values, a number of $L^3$ filters should be stored for different intensity intervals. More filters should probably be chosen for low light than bright light because of the more rapid change in SNR caused by photon shot noise for low light.

**Image quality metrics**

To evaluate the quality of estimated images, they are compared to the ideal XYZ images. The most common metric in image processing is the signal to noise ratio or related quantities. The SNR of the estimated image is given by $10 \log_{10} \frac{\chi^2}{(\hat{\chi}^2 - \chi^2)}$ decibels (dB) where $\chi$ and $\hat{\chi}$ are the ideal and estimated XYZ images. Figure 3.11(a) illustrates the SNR of the estimated images for different light levels. Although the filters are optimized for SNR, a perceptual quality metric is needed since SNR does not well predict error visibility [76].

The Spatial CIELAB (S-CIELAB) full reference perceptual quality metric is used to evaluate the visibility of the distortions introduced by the measurement and image processing pipelines [79]. The S-CIELAB metric spatially filters the XYZ images to simulate the blurring and sensitivity of the human visual system. The amount of blurring depends on the person’s viewing distance and the size of the image. This is described by the visual angle that the image subtends horizontally. Unless otherwise stated, the visual angle of the full image is set to 20 degrees.
Figure 3.11: *RGBW CFA with the $L^3$ pipeline improves image quality.* (a) SNR and (b) S-CIELAB error metrics of estimated $XYZ$ images. Training and testing images are same as in Figure 3.9. Legend applies to both plots.

Once the image is spatially filtered, the standard CIELAB color metric is calculated at each pixel using the color appearance of the white point. The white point’s $XYZ$ value is calculated from the intensity of the simulated illuminant at the sensor. The units for the metric are $\Delta E$ where small values indicate a less visible distortion, and a value of one is generally a just noticeable difference. The metric gives a value for each pixel in the image. The mean across the pixels is reported as the S-CIELAB value for the image. Figure 3.11(b) illustrates the S-CIELAB metric of the estimated images. The border of the image of width $(\sqrt{m} - 1)/2$ pixels is not included when calculating the S-CIELAB and SNR metrics because there are not enough measurements to form a patch as described in Section 3.3.

The basic pipeline has worse performance than the global linear or $L^3$ pipelines for all luminance values. The difference shrinks and is less visible as luminance increases since the noise is weaker. The global linear and $L^3$ pipelines have similar performance for both CFAs when luminance is small because the division into flat and texture clusters is problematic when SNR is low. There is a large difference between the *RGBW* and Bayer CFAs for dark scenes due to the improved SNR of the white channel. As luminance increases, the difference between the *RGBW* and
Bayer CFAs decreases because the white channel is not as valuable when the RGB channels have little noise. With the improved SNR of brighter scenes, the $L^3$ pipeline offers a performance improvement over the global linear pipeline.

Since the resolution of images is often varied due to limited display resolution, Figure 3.12 illustrates the visibility of errors in the estimated images as the visual angle varies. This directly corresponds to changing the viewing distance from a full resolution display while the image maintains a constant size on the display. The setup is similar to adjusting the size of the image while maintaining a constant viewing distance from a display with a fixed resolution. Smaller visual angles indicate that high frequencies such as exist in noise are less visible.

Figure 3.12(a) shows that quality improvements caused by the RGBW CFA and $L^3$ algorithm are persistent for any visual angle. All images have S-CIELAB improvements for decreased visual angle due to the decreased visibility of fine details and noise. The images output by the global linear and $L^3$ pipelines for the RGBW CFA are significantly different from the other methods in both low and high frequencies, which enables the large improvement for any visual angle. On the other hand, the differences in estimated images for bright illumination exist primarily in the fine
Figure 3.13: $L^3$ pipeline automatically reduces high frequencies to counter noise. MTF of luminance channel, $Y$, from images output by camera using $L^3$ pipeline with same setup as Figure 3.9.

detail and noise. As a result, the visibility of the estimated images from bright scenes varies significantly with visual angle as shown in Figure 3.12(b). For images from bright scenes that will be viewed at a lower resolution, only modest improvements are possible beyond the basic pipeline.

The spatial resolution of optical systems is often described by the modulation transfer function (MTF), which gives the magnitude of the system response to different spatial frequencies. Figure 3.13 provides the MTF for the measurement and $L^3$ pipeline for different light levels. This was generated with a noise-free simulation of the slanted edge defined in ISO 12233 [80]. The faster falloff of the MTF for darker scenes reflects the smoothing of the $L^3$ filter to try to reduce noise, which results in the loss of spatial resolution. The Bayer and $RGBW$ CFAs have similar MTFs, which indicates spatial resolution is similar for the $L^3$ pipeline with either type of sensor. If saturation were simulated, the MTF for the $RGBW$ CFA may be reduced.
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Impact of parameters

Figure 3.14 illustrates the visual impact of adjusting the size of the patch for various light levels. The largest trend in the data is that performance increases with increasing luminance, which is to be expected due to the increased SNR of the measurements. Since very little improvement is achieved for patches larger than $9 \times 9$ pixels and the computation generally scales with the number of pixels in the patch, $9 \times 9$ patches were chosen.

Figure 3.15 illustrates the visual impact of the threshold between flat and texture patches under bright illumination. Note choosing 100% flat patches corresponds to global linear filtering. Tree height describes the amount of clustering of texture patches as presented in Appendix B. A tree height of zero indicates use of a single texture cluster. For zero tree height, there is an ideal percent of flat patches. For
small tree heights, there is not enough flexibility in the filters to fit the data properly if too many patches are considered texture, which is why the curves increase to the left. For zero tree height, there is only one cluster for 0% and 100%, which is why the curve has approximately identical peaks at the endpoints. For larger tree heights, considering too many patches as texture is overcome by the added flexibility in the clustering procedure.

**Color transform with illuminant correction**

To test illuminant correction, a scene was simulated using an illumination from a blackbody at 2600 K shown in Figure 3.16. Using the measurements of the scene under this blackbody illuminant the scene’s appearance under $D_{65}$ needs to be estimated to generate a perceptual reproduction of the original scene.

Figure 3.17 shows estimated images of the standard GretagMacbeth ColorChecker reference chart under the 2600 K blackbody illuminant. Figure 3.17(b) is the result of applying the $L^3$ pipeline trained on scenes with both inputs and outputs rendered
Figure 3.17: **Illuminant correction as part of $L^3$ color transform.** (a) Desired sRGB rendering under $D65$. (b) Estimated image of scene with mean luminance 2000 cd/m$^2$ under 2600 K blackbody illuminant, sampled with Bayer CFA, and reconstructed with $L^3$ pipeline trained on $D65$ images. (c) Same as (b) except $L^3$ pipeline was trained with measurements from scenes under 2600 K blackbody illuminant and output scenes under $D65$. Training for all pipelines was performed on six similar charts with reflectances drawn randomly from the SOCS database [81]. All images are $150 \times 230$ pixels.

The $L^3$ algorithm can be trained to automatically perform the illuminant correction in the color transform. The illuminant for the sensor measurements in the simulated scenes for training should match the illuminant from the scene later captured. If also the desired output image for training is under $D65$, the $L^3$ pipeline learns the illuminant correction into the filters.
The color correction of the $L^3$ pipeline is illustrated in Figures 3.17(c). The S-CIELAB values for Figures 3.17(b, c) are 21.4 and 3.7, respectively. For consumer cameras that may capture scenes under a wide variety of illuminants, a number of filters may need to be stored for the $L^3$ pipeline to perform illuminant correction. Generally a limited number of illuminants are considered in illuminant estimation algorithms, so a different set of filters could be stored for each possible illuminant. Alternatively, there may be a simple way to adjust the filters designed for one illuminant to perform the illuminant correction for another illuminant. Simply scaling the coefficients of each of the colorbands in the $L^3$ filters to adjust for the color of the illuminant could approximate the ideal filters and eliminate the need to store so many filters.

**Learning on constrained sets**

The $L^3$ pipeline adapts to the statistics of the training images. The amount of improvement of a pipeline optimized for a particular application, as opposed to a general pipeline designed for a huge variety of scenes, can be very large. However, the improvement depends on the dataset. The value of optimizing the pipeline increases with more constrained datasets because of their increased predictability.

For consumer cameras, the type of scene can be automatically detected by the camera or the user can selecting a number of pre-defined scene modes. Scene modes currently implemented on many digital cameras include portrait, sunset, landscape, document, fireworks, beach, and snow. Filters can be optimized for each of these types of modes. There also are a number of scientific, industrial, or medical imaging devices that are designed to only image a single type of scene. The processing pipeline can be designed and optimized for the expected scenes instead of employing a general pipeline that is designed for all types of photography.

To illustrate the potential of learning on constrained datasets for specific applications, consider the imaging of a document containing text. For general processing pipelines, images with text are challenging because edges are very small and sharp.
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Figure 3.18: \( L^3 \) learning of restricted images such as text. (a) Ideal image. (b, c) Reconstructions after sampling with Bayer pattern and processing with (b) basic pipeline and (c) \( L^3 \) pipeline. Images are 250 \( \times \) 135 pixels. The scene had a mean luminance of 200 \( cd/m^2 \).

When the edges are on the order of a couple pixels in width, all demosaicking algorithms for general images introduce color artifacts to the estimated image depending on how the edges line up with the CFA.

Fundamentally, images of black text on white paper have only a single color channel like grayscale images. If the processing pipeline is aware that the estimated images should resemble grayscale, the demosaicking problem becomes trivial. The mosaic can be removed by scaling each of the measurement channels by a constant to adjust for each channel’s differing amount of the illuminant captured. No spatial interpolation is required except for denoising.

Figure 3.18 compares an original text image and output from the basic and \( L^3 \) pipelines. The scene was generated by creating an image of text in software. The reflectance at each point in the scene was then set for all wavelengths to a constant
given by the intensity in the image. The camera simulation blurred the scene and created the sensor image. The $L^3$ pipeline was trained on four similar scenes that used different fonts.

There are a large number of color artifacts in the image from the basic pipeline, which makes the text appear multicolored and difficult to read. The image from the $L^3$ pipeline is entirely grayscale because there were no colors in the training set’s output images. It is impossible for any color artifacts to appear in the $L^3$ images because the derived $XYZ$ filters only differ by a scalar multiple. For these images, the flat filters are spread out as much as possible to reduce the noise in the white page. The texture filters are very centralized so as not to blur the edges. Normally the texture filters need to be a little more dispersed because they require measurements from other colorbands in order to estimate the color.

### 3.6 Extensions of $L^3$ pipeline

The following examples extend the $L^3$ pipeline’s ability to perform demosaicking, denoising, and color transformation.

**Deblurring**

A common goal of image processing pipelines is to estimate images with well-defined edges since they may be more pleasing to consumers. Another way of describing this is to remove any blur caused by the optics or CFA through a process of deblurring. The $L^3$ pipeline can be adapted to automatically deblur an image by using sharp output images for training. The algorithm learns filters that can sharpen the blurred sensor images while simultaneously performing the demosaicking, denoising, and color transformation.

Figure 3.19 illustrates deblurring performed by the $L^3$ pipeline. For a fixed focal distance, lenses with larger f-numbers have smaller apertures, which causes increased diffraction. Without sharpening, the image from a lens with f-number of 32 is very
Figure 3.19: $L^3$ pipeline can perform automatic deblurring. (a) Ideal image formed with diffraction-limited lens with f-number of 4. (b, c) Reconstructions after imaging with diffraction-limited lens with f-number of 32, sampling with Bayer pattern, and applying $L^3$ pipeline trained on input images from lens with f-number of 32 and output images from lens with f-number of (b) 32 and (c) 4. Images are $350 \times 250$ pixels.

blurry as shown in Figure 3.19(b). The $L^3$ pipeline was trained with sensor measurements taken from these blurry images and output images taken from the sharp images formed by a lens with f-number of 4. Four similar scenes that used different fonts were chosen for training. The result of the pipeline is the much sharper image shown in Figure 3.19(c). Some letters that are not discernible in the blurred image can be made out in the processed image. The smallest letters are not as sharp since most of the information is lost in the blurring of the lens. Unfortunately deblurring generally is susceptible to noise, which is visible in the processed image. A large SNR of 40 dB was used for the measurements in these simulations.

To understand how deblurring is performed, MTFs of the system are presented in Figure 3.20. The MTFs are of the $L^3$ pipelines used in Figure 3.19 combined with the sharp lens with an f-number of 4. The standard $L^3$ pipeline optimized for the blurry image allows only low frequencies to pass through the system. This eliminates high
frequency noise while preserving the low frequency terms that make up the blurry image. The deblurring $L^3$ pipeline preserves the DC term while boosting low and medium frequencies. This counteracts the attenuation of these frequencies by the blurry lens. The high frequency terms below the Nyquist rate of 227 cycles/mm are passed through the system but not boosted due to the risk of enhancing the noise.

With the $L^3$ pipeline’s ability to deblur, it may be possible to image with a cheaper lens that has more aberrations and correct the errors in processing to achieve images of the same quality. Jointly optimizing the optics and processing could reduce the cost and weight of the lens or increase the quality of an existing camera.

**Multispectral estimation with six-channel CFA**

Using a six-channel CFA such as in Figure 1.1(c), it is possible to estimate multispectral images from a single acquisition. The simulated camera adds cyan, magenta, and yellow filters to the previously described red, green, and blue filters. Generally one
wants to know an object’s reflectance instead of the spectral power distribution of the light from the scene. The spectral shape of the illuminant is continued to be assumed since this must be known or estimated before performing reflectance estimation.

The problem of estimating a reflectance from a few measurement bands is explored in Chapter 4. Although the $L^3$ method can directly estimate each of the desired wavelength samples, this demands a large amount of computation and memory. Due to the smooth nature of reflectances, they can be well approximated using a few principal components as described in Appendix C. For the simulations here, the desired output space consists of six principal components, which offers a compact representation of reflectances. Since measurements of the reflectance are desired, the assumed illuminant is factored out before calculating the coefficients of the principal components when generating the desired output images for the training data. Once the coefficients of the principal components are estimated, the reflectance estimate is formed as a linear combination of the principal components using the coefficients. Note this is a linear estimator as opposed to the affine estimator detailed in Appendix C.

The reflectance estimation method was tested using the CAVE multispectral image database [1]. The $L^3$ algorithm was trained on the multispectral scene containing jelly beans. Since the scene contained many edges, the parameter of the amount of training patches classified as flat was set to 50%. Figure 3.21 shows the ideal and estimated reflectances from the $L^3$ pipeline on a different scene for a bright illumination. The reflectance estimates are very accurate except for wavelengths around 400 and 700 nm because the camera has limited sensitivity at the ends of the visible spectrum.

### Multispectral object detection

A common task in multispectral imaging is to detect or classify different objects based on their spectral components. Many objects that appear identical to a human observer under common illuminations may actually have different reflectances, which could be used to distinguish the objects in a computer vision application. There are naturally occurring examples of similar materials such as if a disease slightly alters
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Figure 3.21: \( L^3 \) pipeline can perform reflectance estimation at each pixel. Estimation using principal components from simulated acquisition with a six-channel CFA of a scene containing multicolored beads with mean luminance of 5000 \( cd/m^2 \). Original and estimated reflectances represent averages over a number of pixels contained within a single bead. Curves with the same color represent the same object.

the reflectance of some cells or tissue of an organism. Camouflage is a man-made example of objects that appear similar but may differ spectrally.

Figure 3.22 shows a scene containing real and man-made apples [1]. The two apples appear nearly identical in color due to their deliberately similar reflectances in the visible spectrum. If data were available in the infrared portion of the spectrum, 700 nm to 1100 nm, the apples may be very easily detected using a camera that can measure in these wavelengths because the reflectances need not be similar over that interval. By sampling with the six-channel CFA in the visible spectrum and using the \( L^3 \) pipeline, the reflectances can be estimated with great accuracy assuming the \( L^3 \) algorithm is trained specifically for this task.

To differentiate the real and fake apples, a distance measure is introduced to
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Figure 3.22: $L^3$ pipeline applied to multispectral object detection. (a, top) Scene of real and fake apples shown in $sRGB$. (b) Original and estimated reflectances after sampling with six-channel CFA and averaging over a small number of pixels in each apple. Training data was taken from the same scene due to a lack of similar scenes. Simulated mean scene luminance was 5,000 $cd/m^2$. (a, bottom) Similarity of the estimated reflectance to the target reflectance. The colors indicate the value of $-\log(1 - d)$. Large values indicate similarity to the target reflectance of the real apple.

compare the estimated reflectances. Let $x_t \in \mathbb{R}^o$ be a representative reflectance of the target object to be detected where $o$ is the number of wavelength samples. Let $\hat{x} \in \mathbb{R}^o$ be a reflectance estimate that is to be evaluated if it belongs to the desired object class. Using the PCA estimation, $\hat{x} = \hat{P}\hat{\theta}$ where $\hat{\theta} \in \mathbb{R}^6$ are the estimated PCA coefficients and the columns of $P \in \mathbb{R}^{o \times 6}$ are the PCA reflectance vectors as described in Appendix C.

Due to the difficulty of estimating the absolute intensity of the illuminant at each pixel in the scene, which is described in Chapter 4, the distance measure is designed to be invariant to the overall height of the reflectances. The distance measure chosen is given by $d = \frac{x_t^T \hat{x}}{|x_t||\hat{x}|}$ where Euclidean norms are used in the denominator. Therefore, $d$ is the cosine of the angle between the reflectance vectors in $\mathbb{R}^o$. The maximum value of $d = 1$ is achieved by reflectance estimates that have the same shape as the
target reflectance. This value decreases as the shapes differ.

It is more efficient to calculate the distance using the six PCA coefficients instead of the reflectances. Since over 30 wavelength samples are generally used for multispectral imaging, the memory and computational requirements are reduced by working on the PCA coefficients. Let \( \theta_t \in \mathbb{R}^6 \) be the first six PCA coefficients of the reflectance given by \( \theta_t = P^T x_t \). Since most energy in the reflectances is contained in the PCA subspace, \( x_t \approx P \theta_t \). The distance measure is approximated by

\[
d = \frac{\theta_t^T P^T P \theta}{|\theta|_2^2}
\]

This can be simplified as

\[
d = \frac{\theta_t^T \tilde{\theta}}{|\theta|_2^2},
\]

because the columns of \( P \) are orthonormal meaning \( P^T P \) is the identity.

The bottom of Figure 3.22(a) illustrates the similarity between the estimated reflectance and the target reflectance from the real apple. The real apple on the left is clearly distinguished from the fake apple on the right and can be selected by thresholding the image. The specular reflections from the surface of the apples are not detected because they have the spectral shape of the illuminant with no modulation by the apple’s reflectance. Notice the distance measure yields relatively uniform values across the curved surface of the apple despite large changes in the brightness of the reflected light.
Chapter 4

Reflectance Estimation

4.1 Background

Light incident on a surface can be absorbed, transmitted, or reflected. For opaque objects, the reflectance is the amount of incident light reflected for each wavelength, which determines the object’s color. The reflectance conveys a great deal of information about the object and is central to many aspects of multispectral imaging as discussed in Chapter 1. For example, the reflectance can be used to detect the nature of the material such as in computer vision and remote sensing tasks. For medical applications, the reflectance could be used to diagnose healthy or diseased tissue. For transparent objects, transmissivity describes the amount of light transmitted through the object for each wavelength. This chapter applies equally to transmissivity although reflectance is mentioned for convenience.

If one can measure the spectral power distribution, the amount of energy in each wavelength of light, of both the illuminant and the light reflected from a surface, the reflectance is calculated by dividing the functions at each wavelength. Properly characterizing the camera and illuminant is a common task in the field of color science and is critical for the effect of the reflectance to be isolated. Unfortunately measuring spectra at each wavelength requires sophisticated equipment that often is very expensive, may require long acquisition time, or lack spatial resolution.
There are also advantages of knowing an object’s reflectance for general photography for human observers. For example, the color conversion from a camera’s sensor to a standard output color space such as $XYZ$ or $sRGB$ may be improved by having advanced knowledge of reflectances. These spectral estimates may be used for estimation of an illuminant’s color temperature for improved white balancing. With knowledge of the reflectances in a scene, one could render an image as if it were taken under a different illuminant.

Reflectance estimation is also useful if one is not interested in the entire spectrum of light but instead only certain wavelengths or colorbands as needed by the application. For cameras that try to reproduce the scene as perceived by a human, one needs to estimate the $XYZ$ values of the scene as if it were under a standard illuminant such as D65, which is modeled after daylight and shown in Figure 3.16. Reflectance estimation can explain how to do the necessary transform from the sensor’s color space under the scene’s illuminant to the $XYZ$ channel under a different illuminant. The reflectance can first be estimated, and then the spectral components of interest can be calculated. Alternatively, reflectance estimation algorithms can be modified to directly estimate the desired output.

For these reasons, there is excitement about the possibility of leveraging technology in common digital cameras to measure a few colorbands of light from a surface and then estimate the reflectance. As previously mentioned, modifying the sensor’s CFA to have around six different filters is a possibility for multispectral imaging. With existing cameras that use the Bayer CFA, multispectral imaging is possible by taking multiple images of a surface either under different colored illuminants and/or using different optical filters over the main lens [82]. Generally an increase in the number of color measurements results in increased accuracy in estimated reflectances.

If both the spectral power distribution of the illuminant and the spectral sensitivities of the camera are known, it is possible to use the small number of measurements of the light reflected from an object captured with one of the above procedures to estimate the reflectance function. However, since only a few colorbands are observed, the reflectance function is critically underdetermined. Therefore, it is impossible to guarantee accurate estimation.
Although reflectance is a continuous function of wavelength, it varies slowly so it can be sampled without much loss of information. For example, in color imaging analysis, light is often discretized by sampling every 10 nm in the visible wavelength range of 400 nm to 700 nm. The resulting length 31 vector has been found to well represent common illuminants and surface reflectances [83]. For illuminants other than fluorescent lights, it has been shown that light reflected from the representative Munsell set of spectra [84] is adequately sampled in the visible range at every 20 nm [85].

Since it is common to have fewer colorband measurements than the number of samples required above, one must rely on the statistics of reflectances to form a reasonable estimate. Reflectance functions tend to be smooth functions of wavelength, are always bound between 0 and 1, and fall within a small subset of all such possible functions. Reflectance estimation methods offer different ways to leverage the common statistics of reflectances to overcome the underdetermined nature of the problem.

A number of reflectance estimation methods have been developed [86]. The most complete way to incorporate knowledge about reflectances is to use Bayesian methods [87]. For many applications, this may be impractical due to the necessity of large amounts of data. A simpler approach is to summarize the knowledge of the likely wavelength functions by creating a low dimensional linear model of reflectance functions and restrict the estimate to this linear subspace [88, 89]. An intermediate strategy between Bayesian and linear models has also been proposed [90]. A two-step estimation was proposed in which a linear estimate is altered by values in a look-up table. The table is designed by encoding the typical estimation errors of the linear model for different parts of the sensor space.

Often measurement noise is not accounted for in these reflectance estimation algorithms. The estimates formed under the assumption of no noise may be very poor when tested with actual noise. This is especially problematic for spectrally overlapping measurements.
Scale Invariance

It may not always be feasible to know the intensity of the illuminant at an object but only its shape [90]. For non-planar scenes, it is very difficult to estimate the intensity of the light incident on each point in the scene due to the varying distance from the light source or sources. For example, this typically occurs when using a flash with the camera. Since the illuminant intensity at a particular point is not known, it is not possible to distinguish between a dark object that is close to the light source and a bright object that is farther from the light source. In this setting where the illuminant intensity is not known at each point, the scale of the reflectance cannot be reliably estimated. However, the shape or relative values of the reflectance can be estimated if the shape of the illuminant is known.

Scale invariance can be incorporated into reflectance estimation algorithms by factoring out the average of the measurements and scaling each of the training reflectances by the same factor. As a result, the shape of the reflectance is estimated but the overall height is lost.

Chapter contents

In this chapter, the Bayesian, global linear, and $L^3$ estimators are introduced. The PCA subspace estimation method is presented in Appendix C. The accuracy of the estimation methods are compared for different numbers of filters and measurement SNRs. The $L^3$ estimator has nearly optimal performance in general and performs significantly better than the global linear estimator only for constrained sets of reflectances.

4.2 Problem formulation and notation

In order for the results of this chapter to apply to any camera, an ideal camera is simulated. Even for an ideal sensor that generates perfect measurements, photon shot noise is still present. Photon shot noise dominates all noise sources in modern cameras except for very dark scenes. The simulation of an ideal camera at a single
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pixel is far simpler than a realistic camera simulation such as in Chapter 3.

For this section, assume there is a single illuminant and \( m \) different colorbands acquired by some combination of optical filters on the lens or in the CFA. Let \( l \in \mathbb{R}^o \) be the spectral distribution of the illuminant sampled at \( o \) different wavelengths. Specifically, \( l \) is the number of photons per second that would arrive at the sensor’s pixel if the imaged object in the scene were perfectly reflective. The illuminant is \( D65 \) for all simulations in this chapter. Let \( x \in \mathbb{R}^o \) be a sampled reflectance. Let the columns of \( s \in \mathbb{R}^{o \times m} \) be the spectral sensitivity of the \( m \) different colorbands of the camera. Unless otherwise stated, the spectral sensitivities are from a Nikon D100 as shown in Figure 3.1. All entries in \( s \) are between 0 and 1 and indicate the likelihood that a photon with a given wavelength that enters the camera heading toward a pixel of a particular color will generate an electron that is captured by the sensor.

Ignoring any noise sources, let the number of electrons captured by a pixel be \( y \in \mathbb{R}^m \). If a photo is taken with an exposure duration of \( e \), \( y = es^T \text{diag}(l)x \) where \( \text{diag}(l) \) is a diagonal matrix with diagonal entries given by \( l \). This is similar to (3.1). Let \( \Phi \in \mathbb{R}^{m \times o} \) be given by \( \Phi = es^T \text{diag}(l) \) so that \( y = \Phi x \). The illuminant and camera have been combined into \( \Phi \) to express the measurements as a linear projection of the reflectance.

The vector \( y \) will be treated as the noise-free measurements even though actual cameras do not output the number of electrons captured but must quantize the resultant voltage. In alternate measurement setups with multiple illuminants, \( \Phi \) should have a column for each combination of illuminant and optical filter that is measured. The training data consists of a collection of \( k \) known reflectances in the columns of \( X \in \mathbb{R}^{o \times k} \) and their resultant noise-free measurements \( Y \in \mathbb{R}^{m \times k} \), where \( Y = \Phi X \).

Since Poisson shot noise is considered, the noisy measurements, \( z \in \mathbb{R}^m \), are given by \( z = \eta \) where \( \eta \in \mathbb{R}^m \) is a Poisson random vector with mean \( y \). For large values of \( y \), this is well approximated by \( z = y + n \) where \( n \) is a Gaussian random vector with components that are independent given \( y \) and have mean 0 and standard deviation \( \sqrt{y} \). Therefore, the SNR for each measurement is given by \( 10 \log_{10}(y) \) decibels (dB). For simplicity, the Gaussian approximation is used to generate the noise.

Since the SNR varies for different measurement bands and reflectances, a single
Figure 4.1: Reflectance estimation overview. The illuminant and spectral sensitivities of the camera are combined to make $\Phi$, which measures the reflectance. Noise is added to produce the measurements, which are used to estimate the original reflectance.

An overview of the reflectance estimation problem is provided in Figure 4.1. In lieu of a more application specific error measure, the root mean squared error (RMSE) of the estimate, $\frac{1}{p} \frac{\| \hat{x} - x \|^2}{\| x \|^2}$, is minimized. This measure weights all chosen wavelength samples equally, which may not be appropriate for certain applications.

### 4.3 Visible and invisible components of reflectances

Ignoring noise, the measurement process is linear. Consider the reflectances that result in measurements of zero. Assuming the rows of $\Phi$ are linearly independent, as should occur for a well-designed measurement system, these reflectances form an $o - m$ dimensional subspace of $\mathbb{R}^o$ called the kernel of $\Phi$. Any vector in $\mathbb{R}^o$ can be
Figure 4.2: Reflectances can be decomposed into visible and invisible components. Each reflectance can be decomposed uniquely into the sum of visible and invisible components. The visible component lies in the subspace spanned by the rows of \( \Phi \). The red, green, and blue curves are scaled copies of the rows of \( \Phi \). The sum of the curves gives the visible component. The invisible component generates 0 measurements from the camera.

expressed uniquely as the sum of a vector that lies in this subspace and its orthogonal complement. For any \( x \in \mathbb{R}^o \), define \( x = v + i \) where \( v^T i = 0 \) and \( \Phi i = 0 \). The set of all possible vectors \( v \) forms an \( o \) dimensional subspace. One can find \( v \) by projecting \( x \) onto the rows of \( \Phi \),

\[
   v = \Phi^T (\Phi \Phi^T)^{-1} \Phi x = \Phi^+ y
\]

where \( \Phi^+ \) is the Moore-Penrose pseudoinverse. The \( v \) vector will be called the visible component of the reflectance because it captures all of the information the camera can obtain. The \( i \) vector is the invisible component of the reflectance because it results in no measurement and is invisible to the camera. Any reflectances that have the same visible components but different invisible components will result in the same measurements. Such objects are metamers to the camera. These terms were similarly described previously [15]. Figure 4.2 provides an example of the visible and invisible components of a reflectance.

For a noise-free measurement, \( y \), the visible component of the reflectance can be found using (4.1). However, it is very challenging to estimate the invisible component using only the measurements. The challenge in reflectance estimation is using the measurements to estimate the invisible component based on the properties and
statistics of reflectances. Fortunately there are correlations between the measurements and the invisible component that can be exploited.

4.4 Bayesian reflectance estimation

Consider the scenario where the desired reflectance, $x$, is drawn with equal probability from the surfaces in the training set. In this manufactured setting, the measured reflectance must already be in the training set, which is unrealistic in practice. However, the setting offers an optimal solution that illustrates a lower bound that is not normally discernible.

With Bayes’ rule, the probability each reflectance in the training set, $x$, was chosen given the noisy measurement, $z$, is:

$$p(x|z) = \frac{p(z|x)p(x)}{p(z)}$$

Note $p(x) = 1/k$ for all $x$ in the training set since all reflectances are equally likely in this scenario. Using the law of total probability

$$p(z) = \sum_x p(x)p(z|x) = \frac{1}{k} \sum_x p(z|x)$$

Therefore, $p(x|z) = \frac{p(z|x)}{\sum_x p(z|x)}$.

The conditional distribution $p(z|x)$ comes from the noise distribution:

$$p(z|x) = p(z = y + n) = p(n = z - y) = \prod_{i=1}^{m} \frac{1}{\sqrt{2\pi y_i}} \exp \left( - \frac{(z_i - y_i)^2}{2y_i} \right)$$

Since a squared error loss metric is used, the Bayesian estimator given by the conditional expected value, $\hat{x} = E(x|z)$, is optimal. The estimate is a weighted average of the reflectances in the training set where the weights are given by the above conditional probability. The estimate is most heavily influenced by those reflectances in the training set that have noise-free measurements close to the observed measurements. The weights are Gaussian with standard deviation in each band given by the square
Figure 4.3: **Bayes’ rule finds possible reflectances.** A particular reflectance (black) was measured with the illuminant and camera sensitivity shown in Figure 4.1. For each measurement SNR, the probability of each reflectance in the training set having generated the measurements is calculated using Bayes’ Rule. Reflectances in the training set are drawn with the color corresponding to the maximum SNR where their probability is at least one-tenth the probability of the true reflectance.

root of the observed measurement. For this scenario where the measured reflectance is in the training set, there exists no reflectance estimate with a smaller expected squared error.

For low noise cases, the Bayesian estimator is able to identify the correct reflectance from the test set with high probability. The estimator’s error can be made arbitrarily small by shrinking the noise. As the noise is increased, it is more difficult to select the correct reflectance. A larger set of reflectances are plausible candidates because the increased noise can explain larger deviations between the observed and noise-free measurements. Figure 4.3 provides an illustration of this phenomenon.

When noise is small enough so the true reflectance can be selected from the training
set with high probability, the Bayesian estimator is benefitting from the assumption that the reflectance is in the training set, which is unreasonable in practice. For this reason, consider the Bayesian estimator as described above but where the particular test reflectance was removed from the training data. This setup ensures there is no overlap between the training and testing sets and is more realistic. The left-out Bayesian estimator does not have any optimal performance guarantee anymore. When noise is high, the Bayesian and left-out Bayesian estimators will have similar performance but diverge as noise decreases. For noise levels where the estimators yield similar results, the Bayesian estimator gives a lower bound on estimation performance that may be achievable in practice. Unfortunately Bayesian solutions may not be practically reasonable due to the need for a large training set of reflectances and high computational requirements for each estimation.

4.5 Global linear reflectance estimation

The global linear estimator is one of the simplest and fastest. The estimate is \( \hat{x} = Wz \) where \( W \in \mathbb{R}^{o \times m} \). For the squared error loss, the optimal \( W \) is the Wiener filter from (A.1):

\[
W(YY^T + kR_n) = XY^T
\]

The autocorrelation of the noise, \( R_n \), is a diagonal matrix with diagonal entries \( y \). Since \( y \) varies for each reflectance and a simple linear estimator is desired, the signal dependence is ignored. Instead the average of the measurement vectors from the training set is used for the diagonal elements of \( R_n \). The global affine estimate is another option but is not presented because the results are generally similar. Also the linear estimator can more easily be made scale invariant as previously described.

Due to its simplicity, the global linear estimator has minimal computational requirements. However, performance of the estimator is poor if the relationship between the measurements and reflectances is highly nonlinear. As previously shown, there is a linear relationship between the noise-free measurements and the visible component
of the reflectance. However, there is no guarantee of a linear relationship between the measurements and the invisible component.

To illustrate the degree of linearity, consider a typical three color camera with measurements, $R$, $G$, and $B$. Since it is difficult to depict points in $\mathbb{R}^3$, consider the measurement chromaticity values given by $r = R/(R + G + B)$, $g = G/(R + G + B)$, and $b = B/(R + G + B)$. The chromaticity values factor out the overall intensity of the reflectance as measured by $R+G+B$. Since $r+g+b = 1$, only two coordinates are required to describe the color (hue and saturation) of light reflected from a surface. These measurement chromaticity coordinates, $r$ and $g$ are similar to the CIE $x$ and $y$ chromaticity coordinates for human perception [40]. These values can be plotted on a chromaticity diagram as shown in Figure 4.4.

In Figure 4.4(a), a circle has been placed at the chromaticity coordinates for each reflectance in the training set. The color of the circle is the $sRGB$ rendering with maximum brightness for that surface under the illuminant. Notice that reflectances with nearby chromaticities have similar perceptual appearances after ignoring the overall level of reflectance. This is a result of the camera sensitivities being designed to be very close to the subspace spanned by the $XYZ$ functions for human perception.

Due to the linearity of the measurement process, a reflectance formed by the linear combination of two reflectances will have a point on the chromaticity diagram along the line connecting the chromaticity points from the two reflectances. Since reflectances are always between zero and one, all feasible reflectances must lie in the convex hull of the spectral locus. The shape of the spectral locus is heavily influenced by the camera’s spectral sensitivities. For example, the spectral locus for wavelengths greater than 550 nm is along the line connecting $(r,g) = (1,0)$ and $(0,1)$ because the camera’s blue channel has negligible sensitivity above 550 nm. Reflectances near this line have very little reflectance below 550 nm.

The linear reflectance estimate is given by $\hat{x} = W \begin{bmatrix} R & G & B \end{bmatrix}^T$. By removing the
Figure 4.4: **Global linear reflectance estimation fails for certain wavelengths.** For each reflectance in the training set, a circle is placed at the corresponding measurement chromaticity coordinates, \((r, g)\). The curve around the data is the spectral locus of monochromatic reflectances and is colored according to the sRGB representation of the light. (a) The color of each circle is the sRGB rendering with maximum brightness and chromaticity equal to D65 reflected from the surface. (b) The gray intensity of each circle is equal to the reflectance at 580 nm divided by \(R + G + B\). The black \(\times\) symbol represents the location of a reflectance that is zero everywhere except at 580 nm.

brightness, \(R + G + B\), the equation becomes \(\frac{\bar{x}}{R+G+B} = K \begin{bmatrix} 1 & r & g \end{bmatrix}^T\) where

\[
K = W \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & -1 & -1 \end{bmatrix}.
\]

Therefore, a linear relationship between the measurements and the reflectance implies an affine relationship between the measurement chromaticity coordinates and the reflectance scaled by the sum of the measurements.

In Figure 4.4(b), the gray value for each reflectance is equal to the reflectance at
580 nm divided by \( R + G + B \). Factoring out the overall brightness illustrates the suggestion from Section 4.1 of how to implement scale invariance when the illuminant intensity is unknown. Although the gray values are similar for nearby points, there is some unpredictable local variation that illustrates that perfect estimation of the reflectance is not possible using only three measurements.

Notice that points close to the \( \times \) symbol have brighter gray values than more distant points. A reflectance that only reflects light at 580 nm has chromaticity coordinates at the \( \times \) symbol and maximum gray value in Figure 4.4(b). A high reflectance around 580 nm increases both the \( R \) and \( G \) coordinates. Therefore, reflectances with chromaticity coordinates, \((r,g)\), near \((0,0)\), \((0,1)\), or \((1,0)\) must have very little reflectance at 580 nm. Meanwhile, reflectances near the \( \times \) symbol must have almost no reflectance in the \( B \) region of the spectrum and some reflectance in both the \( G \) and \( R \) parts of the spectrum. Due to the smoothness of reflectances, these reflectances must have relatively large values around 580 nm. No affine function of \( r \) and \( g \) can fit this data well because it cannot simultaneously have large values around \((.45,.55)\) and small values around \((0,1)\) and \((1,0)\) because the points are collinear. The conclusion is that the global linear estimator cannot perform well at least for certain wavelengths.

**Linear estimation of new measurements**

Perhaps instead of estimating the reflectance, one prefers to estimate how the reflectance would appear under a certain light using a particular sensor. Specifically \( \psi = \Theta x \) is desired where \( \Theta \in \mathbb{R}^{m \times o} \) is the combined measurement matrix for the new illuminant and sensor.

The problem can be approached by first forming the linear reflectance estimate, \( \hat{x} = Wz \), and then simulating the noise-free measurement for the new system to give
the desired estimate as $\hat{\psi} = \Theta \hat{\xi}$. As a result,

$$
\hat{\psi} = \Theta W z = \Theta X Y^T (Y Y^T + k R_n)^{-1} z
$$

where $\Psi = \Theta X$ can be viewed as a matrix of training data for the desired measurements $\psi$. Notice this is the form of the optimal linear estimator of $\hat{\psi}$ given observation of $z$. Therefore, forming the optimal linear reflectance estimate and then simulating its noise-free measurement is equivalent to the optimal linear estimate of the desired measurement.

### 4.6 $L^3$ reflectance estimation

To improve the performance of the global linear estimator, a local linear estimator is developed. It consists of linear regressions that are fit only on reflectances from the training set that have similar measurements to the observed test measurement. The local dependence means only materials with similar reflectances to the test material are considered in the regression, which is similar to Bayesian estimation. For example, there is no need to include green materials when estimating the reflectance of a red material. This locality allows the estimator to more closely adapt to the statistics of reflectances in different regions of the measurement space. The resultant algorithm is similar to that proposed previously [90].

The design of the selection of nearby reflectances for an observed measurement should depend on the application. To limit computational and memory requirements, it may be best to divide the measurement space, $\mathbb{R}^m$, into regions where the linear filter is pre-computed and saved. Then, the appropriate region can be identified for each measurement and the corresponding filter can be applied. Alternatively, a mixture of filters from nearby regions can be combined based on the location of the measurement, which will help smooth the transitions between regions.

In order to avoid the complex tradeoffs in designing a specific implementation of
the algorithm, the ideal case is analyzed where the local neighborhood is calculated for each observed measurement. This requires access to the entire training set for each reflectance estimate and will have slightly improved performance over other implementations that require less memory and computation.

To select local reflectances from the training set, the squared Euclidean distance in measurement space is proposed. For an observed measurement, \( z \), calculate the distance to each of the noise-free measurements from the training set, \( y \), using \( |z - y|^2 \). This could be altered to weight directions in the measurement space differently to account for differences in the color channels due to the data or measurement process.

There are two possibilities for choosing the local reflectances based on this metric. One is to select all training reflectances that have measurements within a certain distance of the observed measurements, which will result in an inconsistent number of reflectances for different observed measurements. Or the number of reflectances can be fixed with the reflectances with the smallest distance chosen, which results in the distance threshold varying based on the observed measurements. The first option allows the possibility to relate the distance threshold to the noise level. However, the second option is chosen because it ensures a minimum number of reflectances are chosen for all observed measurements.

Figure 4.5 provides an illustration of the \( L^3 \) estimation for a particular reflectance. The 32 reflectances with closest simulated measurements to the observed measurement are selected as shown in Figure 4.5(a). Notice that there are slight differences among the selected reflectances but they all have a similar shape. The Wiener filter is calculated on these reflectances using the expected noise power in each channel for the observed measurements. The resultant global and local vectors are shown in Figure 4.5(b). The global and local filter vectors differ in shape due to the differences between the overall dataset and the selected set of 32 similar reflectances. The global vectors can reasonably estimate reflectances from the entire dataset. The local vectors provide poor estimates of dissimilar reflectances but can more accurately capture the differences among reflectances with similar measurements to the observed test point.
Figure 4.5: $L^3$ reflectance estimation is fit on similar reflectances. (a) Local neighborhood of 32 reflectances with measurements closest to the test reflectance (black dashed line) that has chromaticity coordinates $(r;g) = (0.70, 0.19)$. (b) Global and local regression vectors (columns of $W$) assuming no noise. The vectors are multiplied by $R + G + B$ from the test measurement to remove the scale of the measurements. The color of the curves corresponds to the measurement band.

4.7 Results

For all results, leave-one-out cross-validation was performed. This means the estimation was repeated using each reflectance in the dataset for testing by simulating noisy measurements and trying to estimate it using a training set consisting of all remaining reflectances from the dataset. The quality of the estimate for a single reflectance is measured by the RMSE. The overall estimate quality for a dataset is the average of the RMSE values over all reflectances in the dataset. The exposure duration was varied to give a variety of noise levels for the simulations.

Although there are a number of spectral databases, there are very few with over 5,000 reflectances [91]. Large datasets are required for the Bayesian estimator to not gain an unfair advantage for reasonable noise levels by identifying the test reflectance with high probability from the dataset. The Standard Object Color Spectra (SOCS) database contains nearly 53,000 reflectances and transmittances, which is the largest publicly available set known to the author [81]. The normalized and interpolated
data in the dataset were used.

A majority of the SOCS database, 27,840 reflectances, were obtained by printing standard test charts with offset printing. The charts were printed with all combinations of ten sets of inks and three types of paper. For a single combination of inks and paper, the set of possible printed reflectances is a four dimensional surface since each reflectance is generated by mixing the cyan, magenta, yellow, and black inks. The surface is nonlinear due to the mixing of the inks. Since this set contains multiple sets of ink and paper, there is no clear restriction of the dimensionality of the reflectances.

For robustness, two smaller datasets were also tested. The first consists of 1,995 reflectances including standard test surfaces and natural objects from Simon Fraser University, which will be denoted as SF [92]. Included in this set are 1,269 Munsell chips, which were combined with three different Munsell sets from another dataset including two matte and one glossy [93]. For the calculations, all reflectances were sampled every 10 nm from 400 to 700 nm. Resampling or linear interpolation of the original data was performed as needed.

**Effect of number of reflectances in $L^3$ estimate**

Figure 4.6 shows the effect of the size of the local neighborhood on the $L^3$ estimate. The curves have a U shape with a clear minimum. The number of reflectances in the neighborhood with minimal error is approximately 10 and is consistent across all four datasets. Left of the minimum, too few reflectances are included, and the regressions overfit the data. For example, if only a single reflectance is included in the regression, the resultant estimate is a scaled copy of the nearest reflectance from the dataset. This estimator is not smooth enough to have good performance and relies too heavily on the single reflectance. Alternatively, including too many reflectances in the regression does not allow the estimator to adjust adequately to match the complexity of the data.

The right endpoint on each curve in Figure 4.6 corresponds to using all reflectances in the dataset for training, which yields the global linear estimator. The value of the $L^3$ estimator compared to the global linear estimator is given by comparing the
minimum of the curves to the location of the right endpoint. The complexity and memory requirements of the $L^3$ estimator when implemented by pre-computing the Wiener filters increase with fewer reflectances in the local neighborhood because more regressions are required to cover the measurement space with such local precision.

When noise is increased, the curves move up and become flatter due to the increased difficulty of the estimation problem. The minimums move slightly to the right because the additional uncertainty in the test reflectance’s noise-free measurements requires a larger neighborhood. The value of 32 reflectances in the regression was chosen for all further calculations because it is close to the minimum for all tested noise levels and datasets.

Figure 4.6: **Ideal number of reflectances in $L^3$ regression is consistent across datasets.** Performance of the $L^3$ estimate based on the number of reflectances from the training set included in the regression for each test point. The corresponding dataset for each curve is provided in the legend. Very little noise was added to give an overall SNR of approximately 45 dB.
**L^3 estimator is nearly optimal**

Figure 4.8 compares the performance of the different estimation algorithms for various noise levels. Note that the vertical axis is a log scale so small distances for high values on the graph actually represent large performance differences. The pseudoinverse refers to the global Wiener filter with no noise. For high SNR, the noise is small so fitting for it is not very important, and there is almost no difference between the pseudoinverse and the global Wiener filter. For low SNR, the difference grows but is
Figure 4.7: \( L^3 \) is superior to global Wiener filter especially for restricted datasets. The ratio of the average RMSE from the global Wiener and \( L^3 \) estimators is plotted for various SNRs. The legend indicates the dataset for each curve.

Figure 4.8: \( L^3 \) is nearly optimal and superior to global linear estimators for high SNR. Estimation of SOCS database. The Bayesian curve is dashed starting at the first point where the ratio of the average RMSE from the left-out Bayesian estimator and the Bayesian estimator is more than 1.2.

still modest for this RGB sensor.

As described in Section 4.4, the Bayesian estimator is optimal for this setup and reflects the unavoidable difficulty of estimating the reflectance among near metacmers in the presence of noise. However, the lower bound is not realistic for high SNRs where the dataset is not dense enough to prevent the Bayesian estimator from identifying the true reflectance with high probability. The dashed part of the Bayesian curve in Figure 4.8 represents the interval where the lower bound may not be realistically achieved.

Notice that the \( L^3 \) algorithm has similar performance to the optimal Bayesian estimator over the achievable interval. There is little room for possible improvement of the \( L^3 \) algorithm at least for medium and high noise levels. It is difficult to compare the performance for low noise levels because of the necessity of even larger reflectance databases for the Bayesian estimator. It is possible that other local or nonlinear reflectance estimation algorithms may have similar performance but may differ in
Figure 4.9: White measurement improves estimators that account for noise. Ratio of average RMSE of estimation from RGBW and RGB sensors using the SOCS database. The plotted SNR is calculated as described in Section 4.2 but only over the RGB channels by ignoring the increased SNR of the white channel. The Bayesian curve is dashed over the same interval as in Figure 4.8.

**Memory and computational requirements.**

**Improvement due to additional white measurement**

The addition of more measurement bands generally improves reflectance estimation. For the remainder of this section, the white filter shown in Figure 3.1 will be added to the RGB filters. Figure 4.9 shows the influence of the additional channel on the performance of the various reflectance estimation methods. The global Wiener, $L^3$, and for low SNRs the Bayesian estimators have reductions in the estimate’s error by approximately 25%. For high SNRs where the Bayesian estimator may have unrealistic performance, the white channel adds a new dimension that significantly
helps identify the correct reflectance from the training set.

The pseudoinverse method, which ignores noise, significantly differs from the global Wiener filter except for high SNRs. In fact, the addition of the white measurement harms the pseudoinverse estimator for SNRs below approximately 25 dB. For these low SNRs, the pseudoinverse method can be improved by just ignoring the extra white channel. These observations show the importance of properly accounting for the noise when the measurement filters overlap such as occurs with $RGBW$. For the $RGB$ measurements alone, the filters have little overlap, which explains why there is only a small performance difference between the pseudoinverse and global Wiener filters shown in Figure 4.8.

Figure 4.10 shows how the global Wiener vectors change for different noise levels. When SNR is high, the vectors have large positive and negative intervals. To form an estimate, the sum of scaled versions of these vectors often destructively interfere to achieve the best estimate possible. Due to the overlap of the filters, this cancellation is required to optimize the fit. However as SNR drops, the subtraction becomes problematic due to the noise power adding while the signal subtracts. This amplification of noise explains the decreased performance of the pseudoinverse estimator. Notice how the vectors become flatter as SNR decreases in order to suppress the noise. The global Wiener filter balances the noise amplification and the bias that is caused by using non-negative filters.
Figure 4.10: **Global Wiener vectors for RGBW vary with SNR.** The regression vectors for the R, G, B, and W measurements are provided in (a), (b), (c), and (d), respectively. The vectors were found for the SOCS database and are multiplied by the average measurement in the corresponding channel so their amplitudes can be compared. For each curve, the legend in (d) provides the SNR as described in Figure 4.9.
Chapter 5

Conclusions

The local linear learned ($L^3$) algorithm learns how to cluster training data and finds the linear filter that minimizes the error of the estimate over the training data in each cluster. The approach is fast, robust to noise, adapts to the particulars of a dataset, and generalizes to a large variety of problems.

The $L^3$ pipeline has the ability to process a noisy image from a camera sensor with any CFA design and simultaneously perform demosaicking, denoising, and color transformation to estimate a high quality image in any output color space. Patches from the sensor image are classified as belonging to flat or texture regions. Texture patches are oriented into a canonical form and may be further subdivided. Then, the output estimate at the center of the patch is found by applying pre-computed Wiener filters that are based on the patch's cluster and the luminance of the scene. The Wiener filters are optimized for reducing noise while preserving the signal. The $L^3$ pipeline's ability to automatically perform illuminant correction and deblurring was also presented.

The $L^3$ pipeline enables the use of novel CFA designs, which are a promising technology due to the huge number of pixels on modern sensors. Illustrated examples include CFAs with white pixels for low light imaging and six-channel CFAs for multispectral imaging from a single capture. With software to perform camera simulations, the $L^3$ pipeline enables designers to rapidly test and improve novel CFA designs. There is an exciting possibility of designing application specific sensors and
processing pipelines that can leverage the particular properties of the scenes encountered by application specific devices.

The $L^3$ approach can also be applied to estimating a reflectance given a few measurements of the reflected light assuming a known illuminant. The $L^3$ estimator has nearly optimal performance, which is limited by the amount of noise and variation of the reflectances in the dataset. For low noise and constrained datasets that are common in specific applications, the $L^3$ algorithm offers significant improvement over the global linear estimator and has fast computation. The global Wiener filter and $L^3$ algorithm both take the noise into account when forming the estimate, which is critical for measurements with spectral sensitivities that overlap.

5.1 Possible improvements and extensions of $L^3$ pipeline

Although images from the $L^3$ pipeline are generally of high quality, their visual appeal may be improved for noisy scenes through post-processing. Currently the output value for each pixel is independently estimated with the goal of maximizing MSE or PSNR. This approach ensures the pipeline has minimal computational requirements and can be processed in parallel. A post-processing step that further smoothes estimated values in flat regions may decrease the PSNR but make the image more pleasant for the human visual system by eliminating any noise that still exists in regions that should contain little texture.

The following are possible applications of the $L^3$ pipeline that might be achieved by redesigning patch clustering and/or the desired output image.

- **Dead pixel correction** - Cluster to detect dead pixels by checking if the measurement at a patch’s center pixel differs greatly from the overall color estimate. The cluster’s filters will be specifically optimized to estimate without using the dead pixel’s measurement.

- **Adapt to pixel saturation** - If a pixel saturates due to being overexposed, the measurement is useless. Nearby pixels of the same color will probably also
saturate. A cluster could be made that detects the saturation of a channel and performs the estimation without the measurements from the saturated pixels.

- **Improved spectral estimation** - Currently the overall color in a patch is ignored when clustering because it is not helpful for general imaging. For datasets from more specific applications, the color may be very meaningful as shown in Chapter 4. Clustering could be based on the overall color so clusters contain only patches with similar colors. If the patch’s overall color has a strong correlation with spatial features for a dataset, estimation may significantly improve.

- **High dynamic range imaging** - Currently images are processed based on the mean scene luminance. This allows high and low light images to be processed well, but performs poorly for images with both high and low light regions. Instead the pipeline could be based on local light levels, which would enable improved processing of high dynamic range scenes.

- **Optical correction** - By considering the optical system when processing, it may be possible to correct aberrations by training to an image captured using superior optics. Clusters could be designed for different spatial regions of the image where there may exist different geometric or chromatic errors due to lens aberrations.

- **Object classification or detection** - Cluster labeled training data in CFA space to try to separate different objects of interest such as with support vector machines. The likelihood of a test patch belonging to a certain object of interest is predicted by the percent of the training data in the same cluster that are from that object. This allows classification and identification based on the raw sensor data instead of estimated output images that are larger in file size but contain no new information.

- **Illuminant estimation using skin** - The shape of the reflectance of skin is relatively invariant across humans. With automatic detection of faces, light reflected from the skin can be measured. The chromaticity of the skin region
can then be used to estimate the scene’s most likely illuminant by leveraging skin training data. [94, 95]

- **Estimation from multiple images** - Multiple images are automatically taken by the camera in fast succession and then processed into a single image. Examples include images taken with identical settings for improved SNR, multiple shutter speeds for high dynamic range imaging, and multiple focus points for all focus imaging. Patches would need to be extended to three dimensions by including measurements from each of the images.

- **User-defined custom processing** - By observing how a camera user edits photos, the processing pipeline could be adjusted to automatically make similar adjustments. For example, if the color of the sky is always made more saturated or red eye is always removed, a cluster could be learned for the relevant patches. The filters for the cluster could be optimized using the adjustments the user has made.
Appendix A

Wiener filter derivation

A.1 Setup

The goal is to use a vector of $m$ measurements to estimate a vector of $o$ variables. The training data consists of noise-free measurements, $Y \in \mathbb{R}^{m \times k}$, and the data to be estimated, $X \in \mathbb{R}^{o \times k}$. The columns of these matrices represent $k$ different observations. Here $m < o$ so perfect estimation is generally impossible.

Although $Y$ is assumed to be noise-free for training, the measurements are expected to be corrupted by noise when testing. The estimator should be optimized for this expected measurement noise. Let the noise be given by $N \in \mathbb{R}^{m \times k}$, where each column is independent and identically distributed with mean 0 and autocorrelation $R_n$. The rows of $N$ may have different distributions since they correspond to different types of measurements such as different colorbands. Assume $N$ is independent with $X$ and $Y$. The task is to estimate $X$ as a linear function of the measurements $Y + N$ using knowledge of $X$, $Y$, and $R_n$.

A.2 Linear estimator

The Wiener filter $W \in \mathbb{R}^{o \times m}$ minimizes the expected value of the sum of the squares of the errors between the desired output and the estimate, $\hat{X} = W(Y + N)$. Specifically, it minimizes $E \left| \hat{X} - X \right|^2_F$ where $|A|_F = \sqrt{\text{tr}(A^T A)} = \sqrt{\sum_{i,j} a_{i,j}^2}$ is the Frobenius
norm and $tr$ is the trace operator. The objective function can be simplified as follows

\[
E \|W(Y + N) - X\|^2_F = E \|WY - X + WN\|^2_F = E \left[\tr \left(\left((WY - X) + WN\right)^T\left((WY - X) + WN\right)\right)\right]
\]

\[
= E \left[\tr \left(\left((WY - X)^T(WY - X)\right) + \tr \left((WN)^T(WN)\right) + 2\tr \left((WY - X)^TWN\right)\right)\right]
\]

\[
= \tr \left(\left((WY - X)^T(WY - X)\right) + E \left[\tr \left((WN)^T(WN)\right)\right]\right)
\]

where the last term was dropped because $N$ is 0 mean and independent of $X$ and $Y$. To find the minimizing $W$, differentiate the above expression using matrix calculus and the identity $\frac{\partial}{\partial W} \tr(A^T A) = 2A \frac{\partial A}{\partial W}$ [96]. The first term simplifies as follows.

\[
\frac{\partial}{\partial W} \tr \left(\left((WY - X)^T(WY - X)\right)\right) = 2(WY - X) \frac{\partial}{\partial W} (WY - X)
\]

\[
= 2(WY - X)Y^T
\]

Now for the second term.

\[
\frac{\partial}{\partial W} E \left[\tr \left((WN)^T(WN)\right)\right] = E \left[2WN \frac{\partial}{\partial W} (WN)\right]
\]

\[
= E \left[2WNN^T\right]
\]

\[
= 2WkR_n
\]

Now put the terms together and equate to 0.

\[
2(WY - X)Y^T + 2WkR_n = 0
\]

\[
WYY^T - XY^T + WkR_n = 0
\]

\[
W(YY^T + kR_n) = XY^T
\]

Solving under the assumption that the inverse exists gives $W = XY^T(YY^T + kR_n)^{-1}$, which is the optimal linear filter. For calculations, it is more efficient to solve the
linear system in (A.1) using standard linear algebra methods to avoid the calculating the matrix inverse. Note that if there is no noise, $R_n = 0$, the optimal filter becomes $W = XY^T(YY^T)^{-1} = XY^+$ where $Y^+$ is the Moore-Penrose pseudoinverse.

**SVD analysis**

To offer some insight into the Wiener filter, consider the singular value decomposition of $Y$. Let $Y = UΣV^T$ where $U$ and $V$ are orthogonal matrices and $Σ$ is a rectangular diagonal matrix with diagonal elements $s_i$ for $1 \leq i \leq m$. Equation (A.1) can be rewritten as

$$W(UΣV^T VΣ^T U^T + kR_n) = XVΣ^T U^T$$

$$W(UΣΣ^T U^T + kR_n) = XVΣ^T$$

$$W(UΣΣ^T + kR_n U) = XVΣ^T$$

$$WU(ΣΣ^T + U^T kR_n U) = XVΣ^T$$

$$W = XVΣ^T (ΣΣ^T + U^T kR_n U)^{-1} U^T$$

Consider what would happen if the rows of $N$ are independent and identically distributed. This would occur if the noise is equal for all measurement entries. Then, $R_n$ is a diagonal matrix. Let the diagonal elements of $R_n$ be $σ^2$. As a result, $D = Σ^T (ΣΣ^T + U^T kR_n U)^{-1}$ is a diagonal matrix with diagonal elements $s_i/(s_i^2 + kσ^2)$. The optimal filter is given by $W = XVDU^T$.

When $s_i$ is large relative to $kσ^2$, the diagonal elements are approximately $1/s_i$. If instead, $s_i$ is small relative to $kσ^2$, the diagonal elements are approximately 0. This results in not using measurements corresponding to singular vectors where the noise is much stronger than the signal. If the linear estimator was found without anticipating measurement noise, the solution would have the same form but the diagonal elements of $D$ would be $1/s_i$. For small singular values, these reciprocals are poorly conditioned and unstable in the presence of noise. This is why the optimal procedure for noisy measurements is to use the derived diagonal elements, which are more robust to noise.
Random vector framework

The previous derivation applies to a linear regression over a large number of objects in the training data. Now consider the problem where \( x \in \mathbb{R}^o \) and \( y \in \mathbb{R}^m \) are random vectors that are drawn uniformly from the training data by randomly selecting corresponding columns from \( X \) and \( Y \). Similarly, let \( n \in \mathbb{R}^m \) have the same distribution as the columns of \( N \). If the goal is for the estimate \( \hat{x} = W(y + n) \) to have minimum squared error, \( E[(x - \hat{x})^2] \), the solution is given by (A.1). This vector notation is now adopted since it more closely reflects the intended use of the Wiener filter.

A.3 Affine estimator

For signals with non-zero mean, the linear estimator may be improved by forming an affine estimate \( \hat{x} = K(y + n) + b \) where \( K \in \mathbb{R}^{o \times m} \) and \( b \in \mathbb{R}^o \). Again the objective is to minimize the sum of the squared errors of the estimate. The optimal vector \( b \) is derived by forcing the mean of the estimate to agree with the signal mean

\[
\bar{x} = E[\hat{x}]
= E[K(y + n) + b]
= K\bar{y} + b
\]

where \( \bar{x} \in \mathbb{R}^o \) and \( \bar{y} \in \mathbb{R}^m \) is the expected value of the vectors \( x \) and \( y \), respectively, which are calculated from the training data. The optimal value is given by \( b = \bar{x} - K\bar{y} \). Therefore, the estimate is

\[
\hat{x} = K(y + n) + \bar{x} - K\bar{y}
= K((y - \bar{y}) + n) + \bar{x}
\]

Let \( \hat{x}_0 = \hat{x} - \bar{x} \) and \( y_0 = y - \bar{y} \), so the above equation can be rewritten as the following.

\[
\hat{x}_0 = K(y_0 + n)
\]
Using (A.1), gives

\[ K = X_0 Y_0^T (Y_0 Y_0^T + kR_n)^{-1} \]  \hspace{1cm} (A.2)

where \( X_0 \) and \( Y_0 \) are the training matrices, \( X \) and \( Y \), after removing their column mean. This can be thought of as removing the mean from the measurements, forming a linear estimate, and then adding the mean of the desired output. Of course the optimal \( W \) for a linear estimate generally differs from the optimal \( K \) for an affine estimate. Depending on the particular dataset, the affine offset may or may not increase the accuracy of the estimation.
Appendix B

Clustering of texture patches

B.1 Motivation

Using a single texture cluster, if a patch contains an edge it is not possible to determine whether the edge straight/curved or sharp/soft. By subdividing texture patches and learning optimal filters for each cluster, the $L^3$ pipeline can become more adaptive to particular features in the sensor images. For example, with a cluster only for corners, the filters can be optimized to detect corners and generate them in the estimated image. Although clustering for specific tasks can enable interesting applications as mentioned in Chapter 5, in this appendix clustering will be to achieve improved estimation accuracy for the current simulation setup. In general, the improvements are modest.

There are a number of important requirements for the clustering process. First, all patches in a cluster should be similar enough so that a single linear filter may exist that can offer reliable estimation. Of course this is not a sufficient requirement because it is satisfied by having a huge number of clusters, which enables very adaptive filtering. But the required amount of training data scales with the number of clusters in order to avoid overfitting. Trying to limit the number of clusters also keeps memory and computation requirements at a reasonable level. There also is less risk of misidentifying a patch’s cluster due to noise when there are a smaller number of clusters. Finally, the procedure for identifying a patch’s cluster needs to require
minimal computation since it is performed on all texture patches.

B.2 Clustering procedure

For minimal computation, a top-down hierarchical clustering method is employed. Initially all oriented residual texture patches are in a single cluster. Then, the cluster is split into two clusters of approximately equal size. The splitting continues until the desired number of clusters is achieved. For simplicity, all branches of the tree terminate at the same level, however it may be advantageous to only subdivide the clusters with high errors.

The advantage of the tree approach is that a patch’s cluster can be identified out of $2^t$ possible leaf clusters by requiring only $t$ branching decisions. The number of branching decisions required to reach one of the leaves will be referred to as the tree height. For speed and simplicity, the branching operation is restricted to the calculation of an inner product between the patch and a pre-determined filter, called the texture branching filter. The patch is placed into one of the two smaller clusters by comparing the inner product to a pre-determined threshold, called the texture branching threshold.

In order to reduce the variation among the patches in each of the smaller clusters, the texture branching filter is the first PCA (principal component analysis) vector of the patches in the cluster. This vector is in the direction of maximum variation among the patches. The two resultant clusters each have a smaller variation in this direction than the parent cluster. The use of PCA is also motivated by the fact that it is the continuous solution of the cluster assignment vector for the K-means cluster objective for two clusters [97]. This continuous variant of K-means clustering may be more appropriate here because points near the boundary between the two clusters risk being misclassified due to noise. The chosen texture branching threshold is the mean value of the first PCA component of all patches in the original cluster. This results in an approximately equal number of patches in each of the smaller clusters.

A manufactured example illustrating the hierarchical clustering procedure is provided in Figure B.1. Using just three branching operations, the data has been divided
Figure B.1: **Hierarchical clustering quickly identifies clusters.** (a) Each of the blue points represent an observation that is in the cluster to be divided. The dividing line between the two new clusters is normal to the first PCA direction and passes through the cluster’s centroid. The two new clusters contain all points on each side of the dividing line. (b) The original cluster has been divided into eight clusters by repeated division. All points in each cluster are drawn in the same color.

into eight relatively compact clusters. For graphical simplicity, each observation consists of two scalar measurements. As a result, one dimensional dividing lines form the boundary between the two new clusters. For the pipeline, the dimension of the data is the number of pixels in each patch, \( m \), and the boundary between the two new clusters is a hyperplane of dimension \( m - 1 \) that is normal to the first PCA direction.

A number of modifications of the clustering were tested. For example, the described texture clustering is based on Euclidean distance between patches. This might be improved by centrally weighting the patches to account for the fact that pixels near the center of the patch are more important for estimation as evidenced by the centrally weighted Wiener filters. Alternatively, including the overall color values in the clustering to separate patches of different colors could reduce the variation in the noise power across the patches in the cluster. Or perhaps normalizing the contrast across texture patches before clustering could develop filters that specifically reflect
the geometry of the patch. These alternate clustering methods offered only minor improvements for the tested datasets but might be helpful in other settings.

B.3 Results

Figure B.2 illustrates the quality improvement of an estimated image due to clustering of texture patches. The estimates for a test image generally improve in quality with more clusters for moderate tree heights, but the gains are typically small. Of course, there is a limit to the performance increases with larger tree heights because exponentially more data is required to have sufficient training patches in each cluster to avoid overfitting. This explains the decrease in the curves around a tree height of nine for this dataset.

When noise or tree height are large, there is a risk that in practice the wrong cluster will be identified for a texture patch due to noise. Since the filters are optimized assuming patches are placed in the proper cluster, the result can be a loss in performance. This is why the curve for 10 cd/m$^2$ decreases for large tree height. For darker scenes, the texture clustering can result in worse images for any positive tree height due to the difficulty of clustering under such low signal to noise ratio.

Since the number of clusters and filters grows exponentially with the tree height, there is a point where the slight improvement in quality does not justify the increase in computation and memory requirements. It is possible that for other datasets that might have sharper edges or different image features, improvements may be larger.
Figure B.2: Texture clustering offers slight performance improvements. Decrease in S-CIELAB metric caused by clustering texture patches with a certain tree height compared to a single cluster for texture patches. Scenes were simulated with mean scene luminance provided in the legend, sampled with the Bayer pattern, and estimated with the $L^3$ pipeline. The same test and training images were used as in Figure 3.9. Patches were $9 \times 9$ pixels with 80% of training patches classified as flat.
Appendix C

PCA subspace reflectance estimation

A common approach to compactly representing reflectances is to store only a few coefficients of a reflectance in a particular basis while ignoring any other coefficients that are deemed to have little information. The most common basis comes from principal component analysis (PCA), which is a common tool in color science [98]. The first PCA vector is in the direction of most variance in the data. Each subsequent vector is in the direction of maximum variance that is orthogonal to the previously selected vectors. Figure C.1 shows the first six PCA vectors for the SOCS dataset [81] where 99.9% of the energy in the reflectances is contained in the subspace spanned by these vectors. Note that the number of zero crossings increases by one for each subsequent PCA vector, which illustrates that reflectances vary slowly over wavelength.

A reflectance estimate can be formed by finding the reflectance that lies in the subspace spanned by the first few PCA components and most closely matches the observed measurements. In other words, the estimate is the point in the subspace that projects onto the observed measurements. Noise is not typically considered in these estimation methods except possibly when selecting the number of PCA vectors in the subspace.

There are two common PCA subspace estimation procedures [99]. One is a linear estimation in the subspace spanned by the chosen PCA vectors. The other approach
is an affine estimation where the deviation from the mean reflectance is in the PCA subspace. The affine approach is analyzed under the assumption of no noise since this estimate is motivated by the properties of the PCA basis.

To find the PCA basis from a set of \( k \) reflectances, \( X \in \mathbb{R}^{o \times k} \), average the columns to find the mean reflectance, \( \bar{X} \in \mathbb{R}^o \). Subtract the mean reflectance from each of the training reflectances to form \( X_0 \in \mathbb{R}^{o \times k} \). The PCA basis is given by the columns of \( U \in \mathbb{R}^{o \times o} \) in the singular value decomposition \( X_0 = U \Sigma V^T \) where \( U \) and \( V \) are orthogonal matrices and \( \Sigma \) is a rectangular diagonal matrix. Note these matrices are different than those introduced in Section A.2. Let \( P = U \Delta \) where \( \Delta \in \mathbb{R}^{o \times q} \) contains ones along the main diagonal and zeros elsewhere. Here \( q \) is the number of PCA vectors used. Now the columns of \( P \) are the first few principal components that
form a basis for the linear subspace. The estimate has the form $\hat{x} = P\hat{\theta} + \pi$ where $\hat{\theta} \in \mathbb{R}^q$ are the estimated PCA coefficients.

Using the notation of Chapter 4, the observed measurements for a reflectance are $z \in \mathbb{R}^m$. Assuming no noise, the measurements of a reflectance are given by $\Phi x$ where $\Phi \in \mathbb{R}^{m \times \alpha}$. For the estimate, find $\theta$ to minimize the squared error between the observed measurements and the noise-free measurements that would be observed by measuring the estimate. This can be expressed as

$$\|\Phi \hat{x} - z\|_2^2 = \|\Phi P\hat{\theta} - (z - \Phi \pi)\|_2^2 = \|\Phi P\hat{\theta} - z_0\|_2^2$$

where $z_0 = z - \Phi \pi$. The solution is found using the Moore-Penrose pseudoinverse

$$\hat{\theta} = (\Phi P)^+ z_0 = (\Phi P)^T (\Phi P (\Phi P)^T)^{-1} z_0 = P^T \Phi^T (\Phi P P^T \Phi^T)^{-1} z_0 = \Delta^T U^T \Phi^T (\Phi U \Delta^T U^T \Phi^T)^{-1} z_0$$

where the existence of the inverse was assumed. Now the estimate is

$$\hat{x} = U \Gamma U^T \Phi^T (\Phi U \Gamma U^T \Phi^T)^{-1} z_0 + \pi$$

where $\Gamma = \Delta \Delta^T$ is a square matrix with zero entries except for ones on the first $q$ entries of the main diagonal. Using the notation of Section A.3, this can be expressed as

$$\hat{x}_0 = U \Gamma U^T \Phi^T (\Phi U \Gamma U^T \Phi^T)^{-1} z_0 \quad \text{(C.1)}$$
From (A.2) the optimal affine estimate for no noise is given by the pseudoinverse

$$\hat{x}_0 = X_0 Y_0^T (Y_0 Y_0^T)^{-1} z_0$$

$$= X_0 X_0^T \Phi^T (\Phi X_0 X_0^T \Phi^T)^{-1} z_0$$

$$= U \Sigma V^T V \Sigma^T U^T \Phi^T (\Phi U \Sigma V^T V \Sigma^T U^T \Phi^T)^{-1} z_0$$

$$= U \Sigma \Sigma^T U^T \Phi^T (\Phi U \Sigma \Sigma^T U^T \Phi^T)^{-1} z_0$$

$$= U S U^T \Phi^T (\Phi U S U^T \Phi^T)^{-1} z_0$$  \hspace{1cm} (C.2)

where $S = \Sigma \Sigma^T$ is a square diagonal matrix with the diagonal entries given by the squares of the singular values of $X_0$.

Comparing (C.1) and (C.2) shows the similarity of the PCA subspace and affine least squares estimators assuming no noise. The PCA subspace estimation forces the estimate to lie strictly in the first few PCA directions, while the least squares estimate allows a small amount of energy outside this subspace. The least squares estimates have as much energy in each PCA direction as exists in the training set of reflectances. The PCA subspace method allows the estimate to reside anywhere in the subspace without any preference for placing more energy in the first PCA components than the later allowable PCA components, even though the training data has this feature.

The PCA subspace estimate results in a higher squared error over the training set compared to the least squares estimator. Another important distinction between the PCA and least squares estimators is that the PCA method requires knowledge of the measurement system, $\Phi$. Characterizing the system in practice requires extra measurements and calculations. On the other hand, the least squares estimator does not require any such characterization. PCA subspace methods allow the estimate to be expressed more compactly, which can reduce computational and memory requirements.
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