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Abstract

Improving the efficiency of natural gas-based power plants is essential for significantly

curtailing future greenhouse gas emissions. Historically, improvements to power plant

thermodynamics have been implemented as incremental changes from existing sys-

tems. Only recently has work been done to systematically develop optimally-efficient

combustion engines using existing technologies without artificial constraints on the

system’s size, components, or shape. This systematic process was used to optimize

steady-flow combustion engines for work and heat transfer.

This dissertation builds off of this recent work by additionally optimizing systems

for matter transfer. The best flow paths for air and fuel are determined, as well as

the flow path for an additional environmental (non-exergetic) fluid: water. As an

alternative to the highly-entropic combustion process, a solid-oxide fuel cell is also

incorporated into the design scope. Both numerical and analytical approaches to

optimizing these architectures are examined. Through a systematic expansion in the

scope of candidate systems, this thesis develops optimal thermodynamic schematics

that achieve efficiencies more than 15 percentage points better than those for the

most efficient existing power plants.
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Chapter 1

Introduction

Currently the global electric power sector accounts for 40% of carbon dioxide emis-

sions. This is largely through the combustion of fossil fuels, which the International

Energy Agency predicts will remain the dominant supplier of electricity for at least

another 25 years [1]. In that time period, world electricity demand is projected to

increase by 80%, with renewable energy resources accounting for only half of the

growth [1]. Thus, the use of fossil fuels will in fact increase in the next few decades.

A significant percentage of this growth will come from the burgeoning supply of

natural gas world-wide [1].

In order to significantly curtail emissions going forward, the efficiency of natural-

gas-based power plants needs to significantly increase. Power plants are built to last

several decades. To improve the efficiency of infrastructure thirty years from now,

more efficient systems have to be built today, which means they need to use existing

technologies.

A vast amount of research exists offering partial solutions to this issue through

improved plant design, construction, and operation. From the thermodynamic per-

spective, most of the proposed improvements have been designed as incremental

changes from existing systems. Others are more systematic optimizations, but within

a confined subset of possible systems.

1
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Only recently has work been done developing the thermodynamic theory behind

optimally efficient combustion engines without artificial constraints on the system’s

size, components, or shape. Teh first did this for piston-cylinder engines [2]. Ra-

makrishnan translated and evolved Teh’s results to the realm of steady-flow engines,

more typical of power plants [3]. Their findings are reviewed in more detail in Chs. 2

and 4.

This thesis expands on Ramakrishnan’s work to determine the maximum possible

energy efficiency achievable from natural-gas-based, steady-flow combustion engines

using existing devices. Through a systematic expansion in the scope of candidate

systems, optimal thermodynamic schematics are proposed that achieve efficiencies

more than 15 percentage points better than those for the most efficient existing power

plants.

This research does not optimize for other factors that affect infrastructure projects,

such as economics, dynamic operation, or ease of maintenance. The thermodynamic

optimization is complex and not currently well-understood. First determining the

space of highly-efficient solutions is a crucial step after which these other constraints

can be applied to narrow down the range of architectures to those that are both

efficient and economically viable.

1.1 Measuring Efficiency

Energy is conserved, but it can be transformed between different modes of storage

and transfer. An engine is a system that performs a series of energy transfers and

transformations that take a readily available energy resource (e.g., chemical bond

energy in fossil fuels) and converts it to a more fungible mode, work (or its equivalent,

electricity). Thus, even though the term engine is often associated with mobile

transportation, it is also appropriate for power plants. To be useful, the starting

resource has to differ from the environment in pressure, temperature, or composition.

A device can then be inserted between the resource and environment that extracts
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work while the relevant equilibration occurs.

For any given resource and environment, there is a quantifiable value for the

maximum possible work that could be extracted. This value is called the exergy (or

sometimes availability) of the resource. The most relevant efficiency metric for the

purposes of comparing systems that produce work is the exergy efficiency, defined

for an engine as the net work produced divided by the total exergy invested. This is

the efficiency that will be used throughout this dissertation.

It is worth noting that it is common in the power industry to instead use a first-

law, or heating-value-based, efficiency for an engine. This assumes that the value

of the fuel is based solely upon the energy released during the combustion of that

fuel. However, combustion is only one possible reaction mechanism and as discussed

above, fuels can have mechanical or thermal exergy as well as chemical. For this

reason, heating-value-based efficiencies are not as translatable between different con-

version processes. That said, for hydrocarbons fuels, heating-value and exergy-based

efficiencies usually yield similar values. (E.g., for methane, the main component in

natural gas, the lower heating value is 97% of the exergy value).

1.2 Framing the Optimization Problem

Developing maximally efficient engines requires determining the optimal set of de-

vices and their transfer types. This process is referred to as architecture optimization.

In contrast is parametric optimization, which presumes an existing, fixed architec-

ture and varies the device properties to alter the thermodynamic states of the fluid.

Deciding to include a solid-oxide fuel cell in an engine is an architectural decision.

Deciding that the fuel cell should operate at 1000� is a parametric decision. In this

thesis, the primary goal is to determine optimal architectures. However, the corre-

sponding parameters can affect the choice of architecture and therefore also have to

be determined.

Optimization problems have an objective function that needs to be minimized
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or maximized, a set of variables that affect the objective function, and a set of

constraints on those variables. Here, the objective function is the exergy efficiency,

which is to be maximized. The variables are the device types, parameters, and their

sequencing. The problem is constrained to choose from a set of pre-specified devices,

to operate those devices in a plausible manner, and to obey the laws of physics. The

set of allowable devices presupposes that the fuel is chemical. The use of exergy

efficiencies requires specifying the environment, which is set to be 100% humidity air

at 25� and 1 bar.

1.3 Structuring the Problem

There are only four possible ways to transfer energy: with matter, as heat, as work,

and with radiation. Non-thermal radiation (e.g., lasers) is set aside as irrelevant to

practical steady-flow engines, leaving three remaining transfers. These can occur

internally (within the system) or externally (between the system and the outside

environment). Heat, work, and every fluid (matter) each allow two possible degrees

of freedom: one associated with internal transfers and one associated with external

transfers. A depiction of a chemical engine with examples of each possible transfer

is shown in Figure 1.1.

The solid rectangle indicates the extent of the engine and the associated thermo-

dynamic system boundary. Outside of this boundary is the environment, as specified

above. Any transfers (denoted by black arrows) that occur entirely within the engine

are internal; any that cross the engine boundary are external.

There are three external inflows to the engine: fuel, air, and, optionally, water.

The fuel is chemical and serves as the only exergetic input to the engine. As such,

there are no external transfers of work or heat into the engine. Once the fuel, air,

and water are in the engine, they proceed through a series of energy transformations

and transfers via the devices, denoted by the dashed rectangles.

There are also three external outflows of energy from the engine: matter, work,
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Figure 1.1: An example of a matter-, heat-, and work-regenerative engine.

and, optionally, heat. The engine is operating in steady-state and must exhaust

matter. Without loss of generality, this is done as a single mixed stream.1 Because

the system is an engine, by definition, work must also be transferred out. Optionally,

thermal energy may be exhausted to the environment as heat transfer.

In addition to these external transfers in and out of the engine, there are also op-

tional internal transfers of work, heat, and matter between devices within the engine.

Relative to the primary working fluid stream, these transfers can be categorized as

either feed-forward or feed-back. Feed-forward transfers move energy in the same

direction as the predominant working fluid stream while feed-back transfers do the

opposite. A feed-back work transfer occurs, for example, when the rotational energy

produced by a turbine is coupled back to a compressor via a shaft. An example of

a feed-forward matter transfer is when some compressed air bypasses the combustor

to supply cooling fluid to a downstream turbine.

Ramakrishnan developed a systematic approach to optimize steady-flow combus-

tion engines starting from a bare-minimum architecture and slowly adding complexity

1Entropy is produced when the exhaust chemically mixes into the environment. The entropy is
accounted for regardless of whether it occurs physically internal or external to the engine. This will
be discussed further in Ch. 4.
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through additional allowed transfers (degrees of freedom) [3]. He first optimized an

engine fed by only air and fuel, and using only compressors, burners, and turbines.

This allowed for internal transfers of work (via rotating shafts), but no heat trans-

fer. Internal heat exchangers were then added and the system was re-optimized.

Finally, he additionally allowed for external heat exchange from the engine to the

environment. This resulted in an optimized air-fuel, steady-flow combustion engine

with both internal (regenerative) and external work-and-heat transfers. His optimal

architecture will be further discussed in Ch. 6.

This thesis will build off of Ramakrishnan’s results to additionally optimize for

matter transfers. The best flow paths for air and fuel will be determined, as well

as the flow path for an additional environmental (non-exergetic) fluid: water. At

that point, any further improvement in efficiency will require a new device. As an

alternative to the highly-entropic combustion process, a solid-oxide fuel cell is the

next device added.

Additionally, alternative optimization methods will be explored. Once the engine

optimization problem has been structured, it could be solved either analytically (as

Ramakrishnan did) or computationally. This thesis will explore both paths in an

effort to determine optimally-efficient engines.

1.4 Organization of the Dissertation

This dissertation involves several separate approaches to expanding the scope of

steady-flow combustion engine optimization. Staring with Ch. 3, each chapter presents

a new methodology for optimization or a new degree of freedom to add to the opti-

mization. The relationship between the expansions in optimization scope (and the

associated chapters) is shown in Fig. 1.2.

The relevant literature associated with optimizing engines is reviewed in Ch. 2 of
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Figure 1.2: Relationship of dissertation chapters.
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this dissertation. In Ch. 3, a stochastic numerical approach to designing maximally-

efficient systems is presented. An alternative approach based on a systematic thermo-

dynamic methodology is then discussed in Ch. 4. This approach will be used in Chs. 5

and 6 to incorporate new modes of matter transfer into the optimal architecture

determined by Ramakrishnan. At this point, the steady-flow combustion engine will

have been optimized for work-, heat-, and matter-regeneration. The next relevant

expansion in the scope of possible engine architectures is to include an alternative

chemical reaction device to the combustor. A solid-oxide fuel cell is incorporated

into the optimal architecture in Ch. 7. Finally, in Ch. 8 lessons learned about archi-

tecture optimization are synthesized, and promising paths for further improvement

in steady-flow engine efficiency are identified.



Chapter 2

Literature Review

Previous research has been conducted to develop optimally-efficient steady-flow en-

gines. This dissertation expands on that work by adding new degrees of freedom in

the form of devices (fuel cells), modes of energy transfer (matter regeneration), and

fluids (water). Additionally, an alternative numerical methodology is also explored.

This literature review covers both methodologies for optimization and optimal

design of steady-flow combustion engine architectures. The thermodynamic and

numerical methodologies will be reviewed first, followed by the engine designs. The

engine design review will be centered on innovative approaches to moving matter

through power plants, followed by integration of gas-turbine engines with solid-oxide

fuel cells.

2.1 Methodology 1: Thermodynamic Optimiza-

tion

Structural optimization problems (of which engine optimization is a type) can be

characterized as either parametric or architectural. Parametric optimizations search

for the best operating points of a system, such as temperatures, pressures, and flow

rates. In contrast, architectural optimizations search for the best set and ordering

9
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of devices to perform the requisite energy transfers and transformations. (Usually

this requires also optimizing the parameters for each architecture.) The parametric

optimization space has been well-examined [4–6]1 and this work is more focused on

the architectural optimizations.

Architectural optimizations of combustion engines have been attempted using

heat-engine models. For a system that receives heat from a hot thermal reservoir

and exhausts to a cold reservoir, the Carnot limit dictates the maximum possible

efficiency. This is applicable when examining an external combustion process, in

which the engine receives heat from an outside fluid. This assumes that there is no

control over the architecture associated with the combustion process, and only the

heat engine can be optimized. However, the internal combustion process involves

transforming chemical bond energy into sensible (thermal) energy. This is funda-

mentally different than the process of receiving heat from an external reservoir. As

such, the Carnot limit does not apply.

Potentially more appropriate to chemical engines, there have been attempts to

define a physically significant thermodynamic length metric that is related to the

efficiency of a process [7–11]. Salamon and Berry found that the Weinhold length2

could be interpreted as irreversibility and therefore be minimized [12]. However, this

only holds for unrestrained transformations with small deviations from equilibrium.

It does not apply to combustion processes or any process involving energy transfers

[3].

Optimal control is another approach that allows the determining of both archi-

tecture and process parameters. Teh first applied this method to maximize work

1Broadly, these studies find that maximizing turbine inlet temperature optimizes efficiency for
work-regenerative engines. When internal heat transfer is introduced, the peak pressure of the
system drops in order to maintain thermal energy in the post-turbine flue gas. When external
heat transfer is added (i.e., intercoolers) the peak pressure trends up again because of the reduced
penalty of compression work. Adding excess combustion moderator as air, water, or product gas
also leads to an increase in system pressure.

2Weinhold used a thermodynamic state space defined as U = U(S, V,N1, ..., Nn). The Weinhold
length is defined as the square root of the sum of all second partial derivatives of U with respect to
the independent variables.
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out of a simple piston-cylinder engine [13]. However, this method is not viable in

the case of multiple controls, such as in work-and-heat regenerative architectures,

because singular control arcs result, which cannot be solved for a unique optimal

solution. [3].

In his work, Teh came up with a criterion for the minimization of entropy gener-

ation due to the combustion process itself. Because the combustion process conven-

tionally occurs in an adiabatic fashion, the difference in inlet and outlet entropies is

entirely due to entropy generation. By examining the shape of the thermodynamic

property surfaces for common reactants and products of internal combustion engines,

Teh discovered that these inlet and outlet entropies approach each other (i.e., are

less different from each other, and result in less entropy generation) when the re-

actant system is at a highly energetic state [14]. In his work with piston-cylinder

engines, the relevant property was internal energy. In flowing systems, this translates

to enthalpy [15]. Teh expressed this idea of minimizing combustion irreversibility by

maximizing reactant energy as the extreme-states principle. This principle will be

used extensively in this thesis and referred to in short as “extreme states.”

Building off of the extreme-states principle, Ramakrishnan developed a methodol-

ogy for optimizing the efficiency of steady-flow combustion engines [3]. This method-

ology begins with a bare-minimum engine architecture and systematically adds a

single degree of freedom at a time after which the entire system is re-optimized. Ra-

makrishnan’s methodology will be used for the majority of this thesis, and as such,

is presented in significant detail in Chapter 4.

2.2 Methodology 2: Numerical Optimization

Numerical methods are used to find an optimal point given an objective function,

a set of variables and their domains, and a set of constraints. It is possible that

the steady-flow combustion engine optimization problem could be framed in a man-

ner that is solvable by a numerical method. Many methods exist for numerical
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optimization, but only some are relevant to the problem of power plant efficiency

optimization. The most commonly used and promising algorithms for this type of

problem are reviewed below.

2.2.1 Mixed-Integer Nonlinear Programs (MINLP)

In many ways mixed-integer nonlinear programs are more a class of problems than

they are a method [16]. They refer to systems that have both continuous and discrete

variables and require nonlinear constraints or a nonlinear objective. This is typical

of power plant optimizations. Device types are categorical and are distinguished

using discrete variables while their parameters are continuous. If mass flow rates or

temperatures are variables, then the conservation equations are nonlinear.

In the context of energy optimization, a mixed-integer nonlinear program typi-

cally refers to an algorithm by which the search space is in some way partitioned

into smaller problems that are either convex or in another way easier to solve [16].

The results of these partitioned problems are coalesced, pruned, and optimized for

a global result. A common outer algorithm to perform the partitioning and pruning

is called branch-and-cut [17].

In structural optimization, MINLP algorithms have been used to choose between

a finite number of potential architecture configurations. This is typically done using

a set of binary variables that determine whether a component of the architecture is

on or off. Because the binary variables have to be known ahead of time, the set of

possible architecture decisions is also known. The set of architectures resulting from

these decisions is often called the superstructure [18–21].

Researchers have used MINLPs to do superstructure optimizations of energy sys-

tems. In chemical engineering, MINLPs have been used for optimization of separation

systems. These algorithms are used to make decisions such as how many trays to use

in distillation columns, where the feed streams are located, and where heat exchange

should occur, in order to minimize cost or maximize efficiency [19, 20, 22]. MINLP

has also been used to determine optimal partitioning of energy systems between
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multiple goals, such as joint electricity and methanol production [23], electricity and

fresh water production [18], and electricity and heat production [24–26]. Additional

optimizations have been done to minimize cost or fuel usage with variable loads as

a function of time [27,28].

The main weakness of MINLP is the limitation on the size of the problem. Highly

nonlinear, constrained problems require time-consuming calculations, which severely

limit the possible number of variables. Importantly, the algorithm cannot adapt from

the pre-defined superstructure, restricting the number of possible architecture deci-

sions significantly [29, 30]. Finally, a global optimum is not guaranteed, depending

on the shape of the search space [30].

In order to avoid the superstructure problem, algorithms have been developed

that can adapt by taking candidate solutions and altering them to produce new

candidates. Holland first laid out the criteria for an adaptive system as: 1) an ability

to produce representative samples (candidates) from the environment (search space),

and 2) an ability to develop higher quality new candidates [31]. Such algorithms

tend to be stochastic, meaning that some element of their decision making is done

probabilistically, not deterministically. The next several algorithms fall into this

category.

2.2.2 Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is used to mimic animal swarming behavior.

Individual agents (e.g., ants) are initially placed on the objective function surface

randomly. As the agents collect data on the best objective value points they have

found so far, their search directions are updated. Each individual’s search direction

is determined by a weighted combination of the individual’s best found location (the

cognitive parameter), the swarm overall’s best found location (the social parameter),

and the swarm’s prior location (the memory parameter). [32].

Garcia-Nieto, et.al., found PSO to be the fastest algorithm for determining op-

timal timing of red, yellow, and green lights for a collection of intersections in two
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cities, with the goal of maximizing vehicle throughput [33]. Onwunalu, et.al., used

PSO to optimize well placement for oil recovery to maximize net present value [34].

Del Valle, et. al., reviewed the use of PSO in electrical power systems, such as for

reactive power and voltage control. They note the potential for using this method

for topology optimization, but give no examples of current use [35].

In order to use this method, variables must lie in a search space with a meaningful

sense of direction. This is problematic for categorical variables, like device type.

Consider optimizing the third device in a power plant: The best efficiency found by

the swarm might have the third device as a compressor, but the best efficiency found

by an individual search agent might have the third device as a burner. There is no

meaningful weighted average of these two choices for further investigation.

2.2.3 Simulated Annealing

Based on a sampling algorithm by Metropolis [36], simulated annealing begins with

a number of randomly chosen starting states on the objective surface. With specified

probabilities, each state is then moved to an immediately neighboring state on the

surface with either a better or worse objective value (i.e. going up or down slope).

In time, the probability of choosing worse objective values decreases. In this way,

the algorithm allows for the possibility of escaping locally (but not globally) optimal

states to eventually hone in on the global solution. It is named for an analogy

to annealing in metallurgy in which the rate of cooling is kept slow to allow for

ultimately reaching the thermodynamic equilibrium point. In simulated annealing

the rate of changing the probability of accepting a worse solution is therefore called

the temperature. Kirkpatrick, et.al., used this method to solve the traveling salesman

problem and to determine the optimal layout of circuits between two chips with a

minimum number of inter-chip connections [37].

Simulated annealing could potentially be used for engine optimization. How-

ever, its reliance on a single algorithm parameter (temperature) makes it unlikely to

successfully explore a rough, non-continuous surface.
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2.2.4 Evolutionary Algorithms (EAs)

There are many types of evolutionary algorithms (EAs), but they have certain char-

acteristics in common. All evolutionary algorithms include a population of individual

candidate solutions to the problem. The candidates are evaluated for their objec-

tive value, called fitness, and then new candidates, called children, are created from

attributes of promising existing candidates, called parents, in a process called recom-

bination. Mutations (small random changes to individuals) are used to introduce

diversity into the system. With both recombination and mutation, evolutionary

algorithms are designed to mimic biological evolution, in which the individual can-

didates here are representative of an individual’s genotype.

Genetic algorithms (GAs) are arguably the most common type of evolutionary

algorithm. In genetic algorithms, the individual is represented by a binary vector.

Mutations are bit flips and recombination is done by taking segments of multiple

parent vectors to create new child vectors [31].

At the same time that genetic algorithms were developing in the United States,

evolutionary strategies (ES) were being developed in Germany, largely by Schwefel

and Rechenberg [38, 39]. In evolutionary strategies, the individuals are real-valued

vectors. Additionally, individual candidates include strategy variables that dictate

how the algorithm works (e.g., mutation rate). These strategy variables are thus

evolved along with the individuals. Evolutionary programs (EPs) are similar to

evolutionary strategies, but have a continuous arrival of new individuals rather than

discrete generations. They were first used by Fogel [40]. The final common category

is genetic programs (GPs), which were originally developed by Koza [41]. In genetic

programs, the solutions are computer programs whose fitness is the ability to solve

a given problem.

Evolutionary algorithms have been used for a wide variety of parametric opti-

mization problems in infrastructure management. Toffolo used a genetic algorithm

to optimize parameters for the S-Graz cycle (an oxyfuel power plant) [42]. Reehuis

optimized pipe sizes for a water distribution network [43]. Larsen minimized waste
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heat on a marine diesel [44]. Nieman minimized pollutants for a heavy-duty en-

gine [45]. And Behbahani developed a controller for the removal of fish heads [46].

Evolutionary algorithms have also been used for limited architectural decisions

in the vein of the superstructure optimizations by MINLPs. People use evolutionary

algorithms to minimize weight or size of structures for a given load by turning po-

tential parts of the foundation on/off [47, 48]. In power systems, this is sometimes

done to make decisions about heat exchanger configurations [29,49–51]. Other appli-

cations include electronic chip layout [52], distillation column configuration [21, 53],

and gas turbine steam injection [54]. Like the MINLP problems, these tend to be

limited in scope with typically fewer then ten variables.

Open-ended architectural optimizations have been done with evolutionary algo-

rithms without a constraining superstructure. This has occurred in the realm of

electronic circuit design, in which the method is sometimes called evolvable hard-

ware [55]. McConaghy used small expert-designed building blocks to then synthesize

larger circuits for filters and antennas [56]. Koza applied similar techniques to both

circuits and metabolic pathways [41]. Grimbleby used resistors, capacitors, and in-

ductors as building blocks to design passive filters with desired frequency response

characteristics. Two novel designs were found by the algorithm that met all crite-

ria [57]. Miller successfully used an evolutionary algorithm to make a 3-bit multiplier

using 20% fewer gates than the best known human design [55]. Fitness was defined

as the number of correct entries in a truth table.3

Convergence Theory

Unlike many of the other algorithms considered above, evolutionary algorithms can

be designed to converge to the globally optimal point with probability 1. To do

so, mutation rates need to be strictly bounded above zero such that every possible

individual in the search space is reachable. Additionally, the best individual cannot

3A truth table lists all possible circuit inputs and their corresponding desired outputs as binary
values.
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be lost in future generations. Elitism must be included, which insures that the best

individual is guaranteed to carry over to subsequent generations. These conditions

are sufficient for proving an evolutionary algorithm’s convergence properties [58–62].

Unfortunately, there is no guarantee of reaching the global optimum in finite time

[60].

There are various proofs that provide bounds on the speed of convergence. These

are typically done by representing the algorithm as a Markov chain with a proba-

bility transition matrix from one generation to the next. Each element (i,j) in the

probability transition matrix is the probability that the ith possible individual will

be included in the jth possible population [63]. Using ergodic theory, convergence

can be bounded in terms of the eigenvalues of the transition matrix and the mutation

probability rate [59]. Thus, for any specified set of mutation, crossover, and selec-

tion parameters, an upper bound on the convergence time can be calculated. This is

useful for estimating the time-to-solve viability for a proposed algorithm even before

running sample trials.

This global convergence property, along with the ability to operate on non-

continuous surfaces with categorical variables led to the decision to try using evo-

lutionary algorithms for engine optimization in Ch. 3. The next sections of this

literature review will discuss engine architectures pertinent to the desired optimiza-

tion scope.

2.3 Engine Designs: Matter-Regenerative Cycles

The simplest gas-turbine engines have air and fuel compressed in parallel, mixed

and combusted, and then expanded as a joint product stream. There are however

many other possible paths that the air and fuel could take. Combustion engines

can also use additional fluids. Water can be injected into the engine to create a wet

cycle. Alternatively, water or another fluid can circulate in a closed loop, which only

interacts thermally with the main engine. Such engines are referred to as combined
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cycles. A brief summary of previous studies on complex matter flows in power

systems follows.

2.3.1 Feed-Forward Matter Transfer

Feed-forward refers to the process of splitting some fluid off from the main stream,

bypassing some number of devices, and then mixing the fluid back in. An example

of this occurs when post-compressor air bypasses the combustor to provide blade

cooling in a gas turbine. Additionally, fuel can be fed-forward relative to the air in

the case of a reheat system where combustion happens in stages [64,65]. While this

process is sometimes done to reduce NOx emissions, it also allows for more of the

combustion to happen at an extreme state and increases the work extracted from

the turbines.

2.3.2 Feed-Back Matter

Feed-back matter transfer refers to secondary matter flows in a direction reverse to

that of the primary air-fuel or product stream. Feed-back along with feed-forward has

been proposed in the context of blade cooling by Chiesa and Macchi [66]. The feed-

forward, compressor-bleed air that is heated during turbine blade cooling is fed back

into the combustor. It is shown that such a feed-forward/feed-back air cooling scheme

provides an increase in efficiency over open-loop air cooling. Feed-back transfer of

exhaust gas (i.e., exhaust gas recirculation) has been studied in combined cycles for

post-combustion CO2 separation by Bolland and Mathieu [67], Botero et. al [68],

Sipöcz and Tobiesen [69], and others. All these studies indicate negligible change in

the gas-turbine efficiency with exhaust-gas recirculation, but a slight improvement

of combined-cycle efficiency with carbon separation (due to marginally-improved

heat-integration of the absorption system re-boiler with the steam cycle). Solid-

oxide fuel cell systems use matter feed-back to recycle some of the anode exhaust

stream back to the anode inlet [70–72]. In this case, the recirculation of matter
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provides thermal energy and necessary reactants to initiate methane reformation

and the resulting electrolytic hydrogen oxidation. This results in an improvement of

the dynamic response time to varying loads [25], as well as a reduction in fuel cell

irreversibilities [73], ultimately resulting in higher efficiency. There are also cases of

using cathode-side recirculation in an SOFC to improve thermal management [74,75].

2.3.3 Wet Cycles

Combustion engines that use injected water are typically referred to as wet cycles.

These cycles differ in their quantity of water, location of injection, and amount of

water pre-heating. When the water is injected as a liquid, the system is generally

referred to as a humid air turbine (HAT) cycle. The basic HAT cycle uses a humidifi-

cation tower to mix liquid water and air after compression. Some HAT cycles (called

TOPHAT) inject water directly into compressors, which cools the air through the la-

tent heat of evaporation and therefore decreases compression work [76]. Both of these

cycles can go through all of the same possible intercooling and recuperative heating

devices as dry cycles. Finally, some cycles (called steam-injected gas-turbines, STIG)

heat the water to a vapor and inject it directly into the combustor.

Researchers consistently find that the cycle is more efficient the earlier the water

is injected [6, 77–79]. Kavanagh numerically optimized the parameters for various

wet cycles and for a 1573 K peak temperature, found the maximum efficiencies for

TOPHAT, HAT, and STIG, to be 53%, 52%, and 49%, respectively [77]. This

efficiency benefit of early water injection is attributed to smaller temperature differ-

ences of water and air, improved compressor performance, and the lack of a poorly

temperature-matched boiler present with STIG [6].

All of the wet cycles result in significant power gains over their respective dry

cycles. Kavanagh found the dry, simple-cycle, gas-turbine engine to have an air-

specific work of approximately 360 kJ/kg, compared to 564 kJ/kg for STIG, 617

kJ/kg for HAT, and 706 kJ/kg for TOPHAT [77].
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2.3.4 Combined Cycles

Combined cycles use the hot flue gas from a gas turbine to power a bottoming,

closed-loop, heat engine. Conventionally the heat engine’s working fluid is water or

an organic compound that undergoes a liquid-to-vapor phase change, however it can

also be a fluid that remains a gas throughout the cycle [4,80,81]. The most efficient

existing power plants are natural-gas combined cycles. As of 2015, Siemens, GE,

and Mitsubishi Heavy Industries all have combined cycles with greater than a 60%

LHV efficiency [82–84]. While combined cycles do not get the cooled compression

benefit that wet cycles do, phase-change working fluids allow for pumping a liquid

to a very high pressure with minimal work and then expanding a gas to a condensor

near ambient temperature but with much lower than ambient pressure. Compared

to gas cycles, steam cycles allow for another order of magnitude in pressure decrease

(down to approximately 7 kPa), which adds significantly to the overall work output.

Combined cycles consistently have higher operating efficiencies than any of the

wet cycles. However, the heat recovery steam generator (HRSG) makes combined

cycle systems physically large. As such, many see the main role of wet cycles as

improving the efficiency of smaller systems (< 100 MW) at lower marginal capital

cost [6,85]. Despite current efficiency trends, there is no known proof of the highest

possible efficiency of either wet or combined cycles. This will be addressed in Chs. 6

and 8 of this thesis.

2.4 Engine Designs: Solid-Oxide Fuel Cells

Fuel cells keep the air and fuel separated by a semi-permeable membrane while

performing oxidation. Electricity is directly produced in the process. Solid-oxide

fuel cell (SOFC) systems, such as the Bloom Box, are cited at 50% LHV-based

efficiency, making them highly efficient single-cycle systems with strong potential for

future development [71]. This dissertation examines the potential efficiency gains

from integrating solid-oxide fuel cells into steady-flow engines. This is not a new
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idea, and researchers have modeled efficiencies between 50 and 70% for such systems

[86–90]. Others have looked at more complex integrations of solid-oxide fuel cells

with humidified gas-turbine cycles [91, 92], bottoming steam cycles [93], adsorption

refrigeration [92], and energy storage systems [94]. As will be discussed further in

Ch. 7, Mitsubishi Heavy Industries has proposed an industrial-scale solid-oxide fuel

cell, gas turbine system [70].

What has not yet been done is a rigorous thermodynamic analysis of the best

possible integration strategy of SOFCs and gas-turbines engines. Zhang et.al. and

Zhao et.al. derived analytical expressions, but treated the gas turbine as a heat

engine with a maximum efficiency dictated by Carnot [95,96]. This is fundamentally

incorrect since it misidentifies combustion irreversibility and removes any discussion

of affecting that irreversibility through integration of SOFCs and gas turbines.

2.4.1 Methane Reformation

Solid-oxide fuel cells oxidize hydrogen to produce electricity. However, hydrogen is

not a naturally available energy resource, so it is either formed through electrolysis

from water or reformed from methane in natural gas. The breakdown of methane is

traditionally done by steam methane reformation (SMR), which can be described by

the global reaction

CH4 +H2O → 3H2 + CO (2.1)

Steam methane reformation is slow relative to other chemical reactions in the fuel

cell, and is traditionally modeled with an Arrhenius-form kinetic expression. As sum-

marized by Aguiar, et al., potential kinetic expressions vary widely in both their rate

and pressure-dependence [97]. Ultimately, the kinetic expression given by Achen-

bach [98] is used here

k = k0PCH4e
−Ea
RT (2.2)

where the activation energy Ea is 82 kJ/mol and the pre-factor k0 is 4274 mol/(s−
m2 − bar). This expression is used commonly by several other researchers [87,99].
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The origin of the steam for the steam methane reaction also varies. It is sometimes

provided by pumping and boiling an external water stream [87,100,101], by recycling

water-rich anode products to the entrance of the fuel cell [97, 99, 102, 103], or a

combination of the two [25,104]. The need to boil a significant quantity of water tends

to decrease the efficiency of the systems using external water. However, the concern

with not using external water is that insufficient steam during methane reformation

can lead to carbon deposition on the anode. Experimental and numerical studies

differ widely in their reported minimum quantity of steam necessary to avoid this

coking effect–from a water-methane molar ratio of 1 [105] to 5 [106]. In addition to

varying water quantity, several researchers have successfully introduced catalysts or

other dopants to the anode to reduce coking [101,103,107].

2.5 Conclusion

This chapter surveyed both optimization methodologies and optimized engine de-

signs. The wide range of both methodologies and designs indicates a lack of consen-

sus on the best strategy to maximize steady-flow engine efficiency. The first step in

clarifying strategy is taken in the next chapter on numerical engine optimization.



Chapter 3

Stochastic, Numerical

Optimization Methodology

Most of this thesis focuses on an analytic, thermodynamic approach to optimization.

While this approach works, it requires specialized knowledge and can only examine

one degree of freedom at a time. In this chapter an alternative approach is explored

using a stochastic numerical methodology. This approach has the potential to opti-

mize for many degrees of freedom simultaneously in a very large search space, while

using less (albeit, still significant) expert judgment. If this algorithm is successful

in finding efficient engines, it may reveal expert biases or blind spots and new ther-

modynamic strategies. This would in turn improve how experts think about the

thermodynamics of such engines.

3.1 Problem Characterization

Table 3.1 summarizes the optimization problem treated here. The variables in opti-

mizing engine efficiency are the device types, operating parameters, and sequencing.

Device types are of a finite set that can be labeled by integers. Such non-binary,

categorical variables mean that there is not a continuous, smoothly varying design

23
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max: exergy efficiency

varying: device types, parameters, sequencing

given: a set of possible devices and their performance metrics
air, water, and chemical fuel at 298 K, 1 bar

such that: the laws of thermodynamics are obeyed

Table 3.1: Engine optimization problem.

surface that can be optimized using a derivative-based method. It also dampens

the possibility of vector-based methods like particle swarm optimization (PSO) that

require a meaningful sense of direction in thermodynamic state space.

Unlike device types, device parameters are continuous within a specified domain.

For example, a pressure ratio could vary between 1 and a maximum, such as 200:1.

Similarly, the turbine inlet temperature could vary between ambient and a maximum,

such as 1800 K. The combination of integer and continuous variables is sometimes

handled using a mixed-integer, nonlinear program (MINLP) algorithm.1 Unfortu-

nately, this requires a finite, pre-defined list of possible connections. This is not

something that can be done for the current purposes, which makes MINLP algo-

rithms inapplicable.

The algorithm also has to be capable of finding global optima, as opposed to

merely local optima.2 This combination of mixed integer-continuous, non-smooth,

and global convergence requirements led to the decision to use an evolutionary algo-

rithm. As discussed in Chap. 2, in an evolutionary algorithm, candidate architectures

(individuals) are assessed for their fitness (exergy efficiency). Mimicking biological

1As discussed in Chap. 2, the term MINLP is used to refer to both a program class and a type
of algorithm. The engine optimization problem is of MINLP class, but is not well-suited to the
same-named algorithm.

2Hypothetically, multiple architectures could each reach the maximum efficiency, resulting in
global optima, not just a single optimum.
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evolution, the more fit individuals are more likely to pass on their traits (design val-

ues) to the next generation of individuals. Additionally, random mutations to design

variables are used to increase diversity in the population.

3.2 Variable Structure and Storage

There are many types of evolutionary algorithms and the appropriate choice is partly

determined by how the variables are structured and stored. Each candidate power

plant (hereafter referred to simply as an individual) has to be distilled to a set of

defining design variables that are then stored in memory. The structure that stores

the associated variables has to be compact while still allowing for complex and large

systems. As suggested by Emmerich, a graph notation is used where each node is a

device that performs an energy transfer or transformation, and each edge is a matter

flow stream [108,109]. In this study, the graph is directed from specified source nodes

of air and fuel (methane) to a sink node representing the exhausted mixture of air,

unburned fuel, and reaction products. An arbitrary example of a graph of this type

is shown in Fig. 3.1. Circles represent nodes and arrows represent edges.

A function can then decode this graph and calculate the thermodynamic proper-

ties of each edge using the known thermodynamic properties of the source air and

fuel nodes and the device properties. The work transfers associated with relevant

devices are not stored as edges, but rather computed as dependent variables to yield

a net work output.

The structure above is sufficient for graphs without heat transfer or feed-back

matter transfers. Such simple problems ultimately proved enough of a challenge for

1intake air 3

2intake fuel 4 5 6 exhaust

Figure 3.1: Generic directed graph for source nodes to exhaust node.
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the algorithm that it wasn’t necessary to allow for these additional degrees of freedom

associated with heat and matter transfer. The focus in the remainder of this chapter

will be on simple architectures without heat or feed-back matter transfers. While

an algorithm was developed that successfully incorporated those transfer modes, its

coding details are different enough that it will be discussed separately in Section 3.5.

There are multiple ways of storing a graph in memory. A binary vector was

ultimately chosen for its compactness and ease of recombination and mutation. The

first few bits of the vector indicate the number of nodes in the individual graph. With

this information, a decoder can then interpret the rest of the vector. The source air

and fuel nodes are fixed so their node types and parameters are not stored for each

individual. All that needs to be stored is their edge connections (matter transfers).

One bit is used for each possible edge. A 1 indicates the presence of an edge, while

a 0 indicates its absence. For example, the coding 10100 would be used to express

the fact that a node connects to the first and third of the five other available nodes.

After the bits encoding for the edge connections of the source node comes the

encoding for the active nodes. Each active node has device specifications in addition

to its edges. Each device type is assigned a categorical code. The number of bits

required for designating device type is dependent on the number of device categories.

For example, to use compressors, burners, and turbines, two bits are required to

represent the three possible categories. The category bits are followed by edge bits,

just as was done for the source nodes. The parameters that specify the length of

the device (e.g., pressure ratio or length of cooling load in an intercooler) are not

stored as part of the individual, but are determined within the objective function to

optimize overall efficiency. This will be described in more detail in Section 3.3.3.

To demonstrate this storage method, the simple-cycle gas-turbine engine will be

coded into its corresponding binary vector. This engine can be depicted by the

graph in Fig. 3.2. Each circle represents a device/node and each arrow represents

an edge/mass transfer. The nodes are assigned unique identifying numbers, here
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indicated in the circles. The first step is to translate each device type into a corre-

sponding binary value using Table 3.2.3

1intake air 3

2intake fuel

4 5 6

compress burn expand exhaust

Figure 3.2: Graph for a simple-cycle gas-turbine engine.

Code Device

00 Compressor

01 Burner/Mixer2

10 Turbine

Table 3.2: Device type encodings

In addition to its type each device/node is associated with a bit string representing

its matter transfers/edges. Because there are no feed-back matter transfers, each

device can only have edges that connect to higher-numbered nodes. Furthermore,

the highest-numbered active node is the only one that connects to the exhaust sink.

So Node 3 could connect to Nodes 4 or 5 only. To indicate that it only connects to

Node 4, the bit string 10 is used. Node 5 must connect to the sink, Node 6, so no

bits are needed to store this information for each individual graph.

3A mixer and a burner can share a code because they both act as adiabatic devices in which the
inputs are chemically equilibrated. The device is more appropriately labeled as a burner when fuel
and air are present such that combustion occurs, and as a mixer otherwise.
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Ultimately the binary vector representing the entire graph in Fig. 3.2 is as follows:
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The first three bits indicate how many nodes will be in the graph. The fact

that three bits are used for this information limits the number of possible nodes in

this example to eight. Because Nodes 1 and 2 are always associated with air and

fuel, respectively, their device types are not stored. Additionally, there are no edges

connecting the air and fuel inlet nodes. Therefore only three bits are needed to store

the possible edges (to Nodes 3, 4, and 5) from each of the two source nodes. The

non-source nodes are additionally specified by the two-bit strings given in Table 3.2,

followed by their edge connections.

3.3 Algorithm Details

Unlike the architectural variables, operating parameters are continuous and smoothly

varying within their valid domain, and could be optimized by a wider range of algo-

rithms. For this reason, many researchers recommend a tiered algorithmic approach

in which an outer evolutionary algorithm develops candidate architectures and an

inner loop optimizes the parameters [46, 108, 110, 111]. The fitness corresponding to

the optimal parameters associated with a specific architecture is then sent back to

the outer evolutionary algorithm. This approach will be taken here, and the overall

outer and inner algorithm are outlined in pseudo-code below. In the following sec-

tions, each of the pseudo-code steps will be discussed in detail.
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I. create initial population

II. while more generations allowed

A. for each individual in the population

i. check if fitness is already known

ii. while not converged

a. guess new parameters

b. calculate the fitness

iii. save individual if high fitness

B. update elite

C. select parents

D. perform recombination

E. mutate children

3.3.1 Initialization

Several algorithmic and thermodynamic properties were fixed for all run cases. These

are shown in Table 3.3. In each generation, 100 individuals were computed. Of these,

two were called elite individuals, which means they were duplicates of the two best-

found solutions in the previous generation. This insures that the best individuals

are not randomly lost and is a necessary condition for ultimate global convergence.

All computation was done in Matlab [112]. All thermodynamic properties were

calculated using Cantera, based on the GRI 3.0 mechanism [113].

3.3.2 Creation

At the onset of the algorithm, a number of individuals are needed. It is possible

to seed the initial population with known functional designs. However, the goal of

this study was to test the ability of the algorithm to discover functional designs with
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Parameter Value
Population Size 100
Number of Elite Individuals 2
Inlet Temperature 300 K
Inlet Pressure 1.01325 bar
Excess Air Coefficient 2
Polytropic Efficiency of Turbo-machinery 0.9
Fuel Composition 100% CH4
Air Compositon 79% N2, 21% O2

Table 3.3: Algorithmic and thermodynamic properties kept as constant.

minimal input so this option was not pursued. The initial population was instead

computer generated.

There is a trade-off in creating individuals between a desire for more random-

ness (increased independence of the individuals) and more coverage of the search

space (more well-distributed individuals). Maaranen makes the distinction between

pseudo-random number generators, which do the former, and quasi-random number

generators, which do the latter [114]. Common attempts at maximizing diversifica-

tion include the use of Latin hypercubes, algorithms that maximize the hamming

distance (number of unmatched bits), and the quasi-random generator by Niederre-

iter [115,116].

Both pseudo- and quasi-random creation methods were used to seed the initial

population. Initially, the vectors were determined pseudo-randomly with a 50/50

probability of each bit being a 1 or 0. After observing the binary vector representation

for known power plants, it was determined that the 50/50 split would generally

correspond to overly connected graphs. In order to be more representative of typical

power plants, the probability of each bit being zero was adjusted to 2/3. The quasi-

random Latin hypercube function in Matlab was also implemented in some trials.
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3.3.3 Objective Function

The next section of code involves all of the procedures required to evaluate the

objective function value (fitness) associated with the optimization problem. It is

responsible for translating the individual bit strings into the associated architectures,

determining the order in which to process the devices, passing this information to

the inner algorithm, and then returning the resulting efficiencies.

Outer Architectural Calculations

In evaluating the objective function, the first task is to analyze the node linkages

and determine the appropriate order in which to calculate device outputs such that

all inputs are known in time. This is done by making a dependency matrix that

catalogs the input edges each node needs before its outlet edges can be computed.

Any node that has no unknown dependencies is ready to be calculated.

The calculations of node outputs from inputs depend on the device type:

Compressor Using the polytropic efficiency specified in Table 3.3, the work of a

differential pressure increase is added to the enthalpy of the input fluid. This

process is repeated until one of the following three conditions are met: 1) the

specified pressure ratio is reached, 2) the maximum allowable pressure ratio

is reached, or 3) the maximum allowable temperature is reached. From the

composition, final pressure, and final enthalpy, the remaining thermodynamic

properties are calculated. If no compression occurs, the compressor devolves

into a frictionless, adiabatic pipe.

Burner Using Cantera, the input fluid is equilibrated at constant pressure and

enthalpy to determine the product composition, temperature, and entropy. If

the product temperature is greater than the maximum allowable temperature,

then the burner is “turned off”, and the input fluid is returned.

Turbine The turbine is processed equivalently to the compressor. The fluid expands
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to the maximum of the specified pressure ratio and the ambient pressure. If

no expansion occurs, the turbine devolves into a frictionless adiabatic pipe.

In this way, the laws of thermodynamics are obeyed without having to write them

as explicit constraints. Whenever a device has multiple outlet streams, the total mass

outflow is equally apportioned between the streams.4 The net work output for the

entire plant is summed across all individual devices’ work requirements. This number

is then divided by the extensive lower-heating value of the fuel, which gives a first-law

efficiency.

After a device has been successfully processed, the dependency matrix is up-

dated to reflect which edges are newly calculated, and therefore which nodes are

newly ready to be processed. This procedure has the benefit of never calculating

unconnected portions of the graph.

To expedite processing, individuals that do not contain the bare minimum set of a

compressor, burner, and turbine in their device list are assigned a negative efficiency

proportional to the number of missing essential devices (2 or 3) and their individual

states are not processed.

The restrictions on the operating space of the devices allows the optimization

to proceed free of explicit constraints. However, they add to the roughness of the

surface space for the parameters. As will be discussed in more detail below, this

increases computation time per individual. An alternative method of allowing a

constrained optimization problem was considered. The key constraint would be on

the temperature of the system. However, this would require using temperature as

an independent variable in the optimization problem. In particular, any burner

outlet temperature would have to be explicitly written as an independent variable.

However, no direct control exists in a burner, so a pre-determined exit temperature

4While apportioning the mass flow equally between edges is arbitrary, in the limit of many-node
graphs, it is not restrictive. Sequential mass splits can result in finer subdivisions. For example, to
assign 1/4 of a flow to a compressor and 3/4 to a burner, an initial split assigns 1/2 to a burner
and 1/2 to a mixer. From the mixer, 1/2 of the flow goes to the compressor and the other half goes
to the burner.
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would require artificially altering pressures (and temperatures) of earlier edges. This

would significantly increase the total number of variables (and associated search

time).

A third option would use a penalty function that detracts from the system effi-

ciency based on the extent of the temperature violation. This option will be revisited

in Sec. 3.6.

Inner Parametric Optimization

The parameters associated with the devices (e.g., pressure ratio, fuel cell length) can

vary continuously within specified bounds. As such, they can be optimized by more

efficient methods than a stochastic algorithm. Additionally, removing these variables

from the evolutionary algorithm significantly decreases the number of bits needed to

encode an individual, which improves the performance of the evolutionary algorithm.

This inner problem is continuous and unconstrained (because of the nature of

the objective function). Thus, the first attempt was made with Matlab’s fminsearch

algorithm. However, this algorithm did not give consistent results for different esti-

mated starting conditions. This is most likely due to the large discontinuity in the

slope of efficiency with respect to the parameters as a result of the burner switching

on/off. Additionally, the optimal set of parameters will most likely lie immediately

adjacent to this discontinuity, which would maximize the turbine inlet temperature

within bounds.5 The next algorithm tried was fmincon. While the problem is uncon-

strained, fmincon does a better job of searching the space in such unsmooth regions.

fmincon returns similar, but not identical, parameters for various starting points.

Because the goal is to find a global optimum, this prompted the use of a multi-start

method, which makes several parallel calls to fmincon with different starting points,

and uses this data to determine an overall optimal point. Matlab’s multistart algo-

rithm consistently found the optimal parameters for known problems, such as the

5While this is certainly true for the pressure ratio in the work-regenerative engine, it is less
obviously true when there is also heat transfer. With recuperative heat transfer, the optimal
pressure will likely be a moderate value.
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two-stage reheat turbine.

3.3.4 Selection

Selection is the process of choosing which individuals will be part of the parent group

that recombines to produce the next generation. Generally, more-fit individuals

should be chosen as parents. There is a trade-off between only choosing the very

best individuals, which speeds the convergence and limits the size of the search

space, versus choosing more broadly, which slows convergence but expands the size

of the search space and diversity of candidate solutions.

In order to balance these competing aims, a size-three deterministic tournament

selection was used [62]. In this process, three individuals are chosen randomly from

the population. Within these individuals, the highest fitness individual becomes a

parent.

This process is repeated as many times as parents are needed. As will be discussed

in the next section, two parents are used to produce two children.6 Some variants

of the algorithm allow for subsequent generations to be chosen from both the parent

and child populations. However, as Beyer recommends for unbounded search spaces,

only the child population was used here [58]. As such, the number of three-way

tournaments is equal to the number of non-elite individuals in a generation.

3.3.5 Recombination

Recombination is the method by which attributes of multiple parents are combined to

create a child. While not strictly necessary for global convergence, many researchers

have found that it improves convergence speed over algorithms that solely use mu-

tation [57]. In its simplest variation, called one-point crossover, a random number,

x is generated. The first x bits of the new individual are taken from Parent 1. The

6There is nothing stopping the algorithm from choosing the same parent twice. Similarly, there
is a small probability that the same individual will be represented multiple times in the three-way
tournament.
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remaining bits are taken from Parent 2. In two-point crossover, two random numbers

are used to determine switching points from one parent’s data to the next. Both of

these strategies are forms of discrete crossover in which each bit is taken from one

parent or the other.7

In situations in which some variables are known to be highly correlated with each

other, it is common to group these variables and only allow crossover between, but

not within, groups [117,118]. In this application, there were no obvious groups to be

made, so simple one-point crossover was used. Two children were made from each

crossover process by flipping which parent is used for the first segment of bits and

which parent is used for the remaining bits. For example, if the parents were:

Parent 1 Parent 2

0 1 0 0 0 0 1 1 1 1 1 1

and the random number indicating the crossover location was 4, then Child A has

the first four bits from Parent 1 and the last 2 bits from Parent 2. Child B has the

first four bits from Parent 2 and the last two bits from Parent 1. This results in

Child A Child B

0 1 0 0 1 1 1 1 1 1 0 0

3.3.6 Mutation

Mutation is the process by which, at a set probability, variables within an individual

are changed. With binary data this is a simple bit flip.8 It is common to set the

probability of bit mutation to a rate of 1/n, where n is the length of the bit string [58].

7In real-valued individuals (more typical of evolutionary strategies), there are also intermediate
methods in which the values for the new individual are averages of the values of the parents [62].
These algorithms also tend to have strategy variables (algorithmic parameters as variables), which
can also be part of the crossover process [53].

8With real-valued data, mutations can be specified by a distribution function with the mean
equal to the existing value [58,62].
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The mutation rate is often adjusted as the algorithm progresses in time. Mainly

this occurs through a gradual decrease in the probability of mutation as the algorithm

starts to converge on a region in the search space [108]. However, to avoid algorithms

getting trapped in local optima, many researchers also employ a mutation shock in

which the mutation rate is raised significantly (between 25 and 50% probability) for

a few generations and then returned to the baseline level [21]. Sometimes mutation

shocks are employed at a fixed rate (e.g., every 100 generations) and other times

based on convergence criteria when the population loses diversity [119].

In this algorithm, various mutation strategies were investigated. As a baseline,

the 1/n strategy was used. In Mutation shocks were applied at a fixed rate (e.g.,

every 50 generations) and at a convergence-based rate (e.g., after 200 generations

without finding a new elite individual). Each mutation shock temporarily increased

the mutation probability to 25%.

3.3.7 Stopping Criteria

Stopping criteria can be set by an absolute period of time (or number of generations),

or it can be based on convergence [21, 62]. In this work, the algorithm tended to

converge on a locally- (but not globally-) optimal solution fairly quickly. As such,

the convergence-based ending criteria tended to stop the process prematurely. A

generation-based criteria was used instead, with a number of generations varying up

to 20 times the observed time frame for first convergence.

3.4 Tools to Monitor Algorithm Success

Fine-tuning many of the algorithmic parameters is somewhat of an art. This section

describes some of the commonly used techniques to monitor algorithm progress and

make those parameter adjustments.

Because the code is stochastic, minimal information can be discerned from any

individual trial. Instead, trends between trials with the same initial criteria (but
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Figure 3.3: Algorithm progress of four different trials (distinguished by color). Small
dots represent the average value and large circles represent the best (elite) value each
generation.

different random number generator seeds) can be monitored. Figure 3.3 shows an

example of algorithm progress over time for four separate trials. The vertical axis

displays net work into the system, so the most fit individual is actually the most

negative on the graph.9 Each color represents a different trial. The small dots corre-

spond to average individual fitness for that generation. The larger circles correspond

to be the best individual fitness for that generation.

Figure 3.3 indicates that progress may be stalled after a relatively early point

in the overall time frame. The average individual in each generation has a zero or

positive net work in, indicating that most of the graphs represent non-functional

power plants. Upon seeing this information, the selective criteria might be made

more stringent to encourage more reproduction of fit individuals while at the same

time implementing mutation shocks to attempt to dislodge the algorithm from local

optima.

However, an average value per generation does not give a great sense of the overall

distribution of individuals. For this reason, graphs like Fig. 3.4 were also used for

individual runs to get a sense of the quartiles for fitness, in addition to the mean.

9This is in keeping with convention that despite the specific application, optimization problems
are framed as minimization problems.



38 CHAPTER 3. STOCHASTIC METHODOLOGY

(Plotting multiple runs on top of each other was ultimately too crowded to decipher

on this kind of graph). This plot confirms what the previous plot hinted at: Even

the top quartile of individuals has no net power output and a fitness score of zero.

In order to improve from this result, a stronger selection pressure may be applied.10
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Figure 3.4: Distribution of individuals over time.

Another useful visualization is that shown in Fig. 3.5. Here the entire population

at a specific generation is visualized as a black and white picture. Each row is the

binary vector for a single individual. For a specific trial of five-node individuals, the

figure at left shows Generation 1 and at right shows Generation 400. It is relatively

easy to see that most of the individuals have converged on the same or a small subset

of possible vectors by Generation 400. This kind of quick check is much easier to do

visually than it is to do with the raw binary data.

10Various attempts to increase selection pressure through larger tournament size or changed
probability of choosing the best individual within the tournament were tried. Unfortunately, none
of these led to a significant improvement to the graph in Fig. 3.4.
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Generation 1 Generation 400

Figure 3.5: Visualizing diversity in binary matrices of five-node individuals.

3.5 Inclusion of Heat and Matter Transfer

Adding heat transfer to the evolutionary algorithm complicates both the variable

storage and the fitness evaluation. Heat has to flow downhill in temperature and the

irreversibility of the process depends on the size of the temperature difference.

Heat transfer can be added as edges, like mass transfer. This requires adding

at least one variable per edge to describe whether its type is matter or heat. The

variable increase results in a prohibitively expensive increase in the size of the search

space. It also leads to complications of where exactly the source and sink for the

heat transfer are located. If the heat transfer edge originates from a node that

is designated, for example, as a compressor, is the heat transfer performed before,

during, or after compression?

For these reasons, an alternative approach was taken in which a heat transfer

device, or node type, was added. For intercoolers, this is straightforward: a stream

enters the device, is cooled to some set temperature, and the entropy is treated as

having been rejected to the environment.11 For internal heat exchange, the approach

taken was to split the process into two devices: a receiving side and a donating side.

As such, heat exchange devices have to work in pairs. Steps were taken in creation,

11Whether this entropy is rejected to water or air in the environment is immaterial.
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crossover, and mutation to ensure that graphs had an even number of heat exchange

units (0 being an acceptable number). If exactly two units existed, then the pairing

was obvious. For algorithms that allowed more than two heat exchangers, each heat

exchanger had to store the number of its partner node. This was done in the same

way that pressure ratios were stored for compressors and turbines.

Internal heat exchange adds an iterative loop to the calculation of the thermo-

dynamic states in the graph edges. The beginning and end of the list of devices

that need to be iterated are both marked by heat exchangers. When the first heat

exchanger is processed by the objective function, a vector is started that stores every

subsequent node that depends on the output of that heat exchanger. Once the part-

ner end of the heat exchanger is found, the vector of nodes that needs to be iterated

over is complete. The heat exchange is then modeled as occurring in a counter-flow,

adiabatic, and isobaric chamber. In the same way that turbomachinery has charac-

teristic polytropic efficiencies, heat exchangers have a fixed effectiveness (typically

set to 0.9).

This approach works equally well for regenerative matter transfers. Mixers and

splitters work in pairs in the same way that heat exchangers do and any feed-back

loops can be iterated in the same manner. Allowing matter feed-back loops removes

the acyclic aspect of the graph. This means that every node can hypothetically

connect to any other active node, not just those numbered higher than it. This

increases the number of bits required to store edges for each node. It also slightly

increases the computation necessary for determining the dependency matrix of which

nodes depend on the outputs of other nodes.

Ultimately, any extremely efficient architectures are going to require regenera-

tive heat and/or matter transfers. Having a procedure for handling them was an

essential part of the evolutionary algorithm development process. However, usefully

incorporating these transfer mechanisms will require resolving the currently severe

computational limits discussed below.
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3.6 Results

While the algorithm can operate for any number of graph nodes, it seemed prudent to

first test its ability on small individuals. The smallest functional architecture would

be a Brayton cycle (compressor, burner, turbine), which as shown previously requires

six nodes, including the source and sink nodes. The code consistently derived the

Brayton architecture with the associated optimal pressure ratio when operated over

a range of algorithmic parameters.

Results will now be shown for a specific set of parameters, as specified below.

Creation 100 individuals of 15 bits created using Matlab’s Latin Hypercube calcu-

lator, lhsdesign.

Selection Size-3 Deterministic Tournament

Mutation 1/15 probability per bit with shocks to 1/4 for 2 generations every 12

generations without finding a new elite

Crossover 0.8 probabilty of 1-point crossover. Location chosen uniform randomly.

Memory Fitness and bitstring saved for all individuals with positive work out (neg-

ative work in).

Parametric Calculation Matlab’s fmincon was used with MultiStart. The min-

imum number of starts was set to 1. The pressure ratio was allowed to be

between 1 and 200, but this was normalized to a scale of 0 to 1. On the 0 to 1

scale, the initial guess was set to 0.5.

Using these specifications, fifty trials were run and the CPU time for each sub-

process was averaged, as shown in Table 3.4.12 The bolded rows represent the three

largest categories of processes.

12Matlab’s cputime function was used rather than tic/toc to get a more accurate assessment of
processing time.
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Process Time (s)
Optimize Parameters 116
Evaluate Structure 58.7

Burn 21.7
Compress 9.63
Expand 7.54

Evolve Individuals 0.597
Create 0.313
Memory 0.227
Mutate 0.0237
Select 0.0185
Crossover 0.0156

Table 3.4: Average CPU Process Times over 50 Trials

Optimize Parameters refers to all processes involved in running fmincon with

MultiStart minus the time spent within the structural calculations. This accounted

for the vast majority of the overall algorithm time, doubling the next most time-

intensive process, which was the structural evaluations.

Within Evaluate Structure, the most intensive functions were those associated

with the individual devices. The chemical equilibration process makes the burner

evaluations slow. This process already was streamlined to include only eight possible

molecules: CO2, CO, CH4, H2O, H2, O2, N2, and Ar. In reality, other minor species

would also be created. It is unclear how to reasonably expedite this process further.

The compressor time is greater than the turbine time because the compressor has to

obey temperature peaks, which requires additional calculation.

The other processes are bundled into Evolve Individuals. These account for only

a small fraction of the overall time. Any significant algorithm speed-ups will have

to result from improvements to the previous two sections. Conversely, it is possible

that more sophisticated process could be used here to improve the efficiency of the

algorithm without a large overall time penalty.

Figure 3.6 shows the CPU time and algorithm generations required to derive the
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Figure 3.6: Algorithm progress for an objective function with an explicit penalty
function vs. one with internally enforced temperature compliance.

Brayton over 50-trial studies. The green circles represent the data for the algorithm

as described above with no penalty function and device processing that forces peak

temperature compliance. The blue circles show an alternative in which the devices

do not enforce temperature constraints, but a penalty function is used such that the

optimization problem becomes:

min: Ẇnetin + 10000(Realized Peak T− Allowable Peak T) (3.1)

where the temperatures are measured in Kelvin and the work is measured in Watts.

The optimal Brayton has approximately -300,000 W in. The scalar of 10,000 was

chosen such that each degree of violation results in an approximate 3% penalty in

net work and efficiency.

For both the penalty function and forced temperature compliance cases, the
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CPU time is approximately linearly correlated with the number of computed gener-

ations. (The flattening out of the blue series at high generations is likely a statistical

anomaly.) The slope of the green series is steeper, meaning that on average it takes

more time to compute a generation with the forced temperature compliance. This is

largely due to the time-intensiveness of calculating the maximum allowable pressure

in the compressor when the temperature limit has been reached. In the penalty

function series, this calculation is avoided and the compressor outputs the fluid state

solely as a function of the desired pressure ratio.

While the penalty function trials had faster processing per generation, on average

they required more generations to determine the optimal Brayton architecture. This

resulted in the penalty function being slower overall. The median time to completion

of the algorithm was 712 seconds with the penalty function and 650 seconds without.

If this relationship holds for larger graph sizes, then the 9% additional time required

for the penalty function will be quite costly. However, it is unclear if this relationship

will hold, particularly when larger systems will on average involve more compressor

calculations per individual.

Using only compressors, burners, and turbines, Ramakrishnan determined that

the next-smallest architecture that would improve efficiency would be a reheat Bray-

ton cycle (CBTBT ) [3]. This cycle allows for more of the combustion to occur near

the maximum temperature and therefore reduces irreversibility. The architecture

requires eight devices including the source and sink nodes. However, when allowed

to make up to eight-node architectures, no attempted variant of the algorithm ever

produced this cycle. Instead, it produced redundant Brayton systems. The redun-

dancies varied. For example, any burners with only a single fluid input devolved

into frictionless pipes, as did any turbines whose input was at atmospheric pressure.

Other redundancies took the form of serial compressors or burners rather than a

single stage with a higher overall pressure ratio.

When heat exchangers were added as potential devices, the algorithm success-

fully evolved a recuperative Brayton cycle only once out of dozens of trials. In this
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cycle, thermal energy is recovered from the turbine outlet and transferred to the

post-compression air. In all other runs, only non-recuperative Brayton cycles were

developed. These seven-node Brayton cycles could involve any of the redundancies

discussed above, as well as redundancies with heat exchangers between equal tem-

perature streams (like inlet air and fuel), or sequential cold-side and hot-side heat

exchangers.

3.7 Future Potential

This problem scales quite poorly with the number of devices in the architecture.

The minimal five-device problem requires 15 bits to store if done acyclically with an

assumed problem size (i.e, only storing device types and edges). Using the forced-

temperature compliance data above, this problem was typically solved with 100 indi-

viduals in approximately 70 generations. In the implausible best-case scenario where

all individuals were unique, a single trial searched 100 individuals/generation * 70

generations = 7000 individuals before finding the optimum. In the realm of 15-bit

binary vectors, there are 215 possible individuals. Thus, examining 7000 individuals

required searching approximately 20% of the total space.

If this efficiency scales linearly with problem size, then at each vector length 20%

of the search space might have to be searched. Table 3.5 gives some estimates of how

many individuals this will require searching for differently sized problems. This is a

fairly optimistic view, since in reality there will be repeat individuals, inconsisten-

cies between runs, and potentially greater-than-linear time scaling. Reality is likely

significantly worse than the already unreasonable times reported in Table 3.5. This

starts to explain why the current algorithm was unsuccessful in finding the eight-

node reheat Brayton solution or consistently finding a thermally recuperative engine

when that option was allowed.

All of the timing data comes from computations performed on a Lenovo T430

ThinkPad with an Intel i5 core running at 2.80 GHz. While attempts were made
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Individuals Individuals Time
Devices Bits to store in space to search to search
5 15 3.28e4 6.55e3 O(minutes)
8 39 5.50e11 1.10e11 O(centuries)
10 60 1.15e18 2.31e17 O(million years)
15 130 1.36e39 2.372e38 O(age of universe)

Table 3.5: Scaling of evolutionary algorithm computation with architecture size

to optimize the efficiency of the code, the programmer is not an expert in high-

speed computing. In collaboration with more expert computer programmers, the

code could easily be implemented in parallel, and with sufficient cores, computed in

a fraction of the time. However, to have the potential to find novel architectures, the

algorithm will have to allow graphs with upwards of 10 or 15 nodes. Even with the

massive speed increase afforded by a supercomputer, this would be a daunting task.

The only possibility of reducing the search times in Table 3.5 would be to develop

an algorithm that needs to search a significantly smaller fraction of the search space.

While this seems difficult, a few possible ideas that could help are briefly discussed

here.

First, there is the possibility of using algorithms that create random graphs that

share key characteristics with given target graphs. This has been done extensively

in certain fields, particularly with efforts to model the structure of the internet [120–

122]. Computer libraries exist to do such graph generation [123]. However, the

characteristics tend to be probability distributions of types of nodal connections

(e.g., the probability that a node with three edges is connected to a node with one

edge). Because even highly efficient power plants are likely to have less than 50

nodes, such probability distributions start to become overly prescriptive.

Second, there is a broad literature on methods of handling constraints. While the

choice was made here to produce an unconstrained optimization, it came with the

consequence of a strangely shaped, unsmooth search space. This is not necessarily

the best approach. A larger variety of penalty functions could be explored to see if a
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significant speedup is possible. Some researchers have shown that an unconstrained,

overly restricted search space did not improve their search times over the explicitly

constrained version of their problem [49]. Paredis has done interesting work using

predator-prey models to co-evolve individuals in an evolutionary algorithm alongside

a set of constraints [124,125]. Both the individuals and the constraints are evaluated

for their own fitness metrics. Individuals that meet the most constraints are deemed

more fit whereas constraints that are harder to meet are more fit. This process,

sometimes called a filter approach, prioritizes the evolution of individuals that can

meet the toughest constraints.

As discussed in Sec. 3.4, almost all individuals in each generation tend toward

no work output. This indicates that in the process of crossover and mutation, more

functional graphs are broken than formed. This is typical of graph-based evolu-

tion and several researchers have experimented with methods to preserve functional

groups (or subsets of graphs) during crossover [126–128]. For example, compressors

could be forced to always be attached to a single inlet node and at least one outlet

node. Genetic repair mechanisms could be used that force newly reproduced indi-

viduals to meet some level of functionality [58]. However, these tend to be somewhat

arbitrary and reflect the biases of the programmer. They also add computing time

per generation.

A final idea is to group sets of devices into larger building blocks. There could

be a single building block that performs first adiabatic and then isothermal burn-

ing/expansion when the maximum temperature was reached. On the plus side, this

could help the algorithm find more interesting architectures. On the negative side,

the more building blocks that exist, the more bits that are required to uniquely code

them, which adds to the length of the individual and the size of the search space.

Additionally, because the goal of this algorithm was to build architectures with min-

imal prescription, the use of more sophisticated building blocks eventually defeats

the purpose and risks becoming overly prescriptive.

Ultimately, this project was part of a larger study to determine optimal engine
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architectures by any viable methodology. As will be shown in the coming chapters,

a systematic, thermodynamic approach was much more successful in expanding the

bounds of known optimal cycles to larger, more complex architectures. Building off of

knowledge about optimal work-and-heat integration, the best use of matter transfer

involving air, water, fuel, and products thereof was found. Architectures were also

developed with solid-oxide fuel cells. These architectures require many more devices

than the simple systems examined here. The success of the thermodynamic approach

for the current purposes obviated the need for further analysis with this evolutionary

methodology.



Chapter 4

Systematic, Thermodynamic

Methodology for Engine

Architecture Optimization

The remaining majority of this thesis uses a systematic, thermodynamic methodology

to optimize engines. In this chapter the approach is explained in detail. A framework

is introduced that is capable of representing any possible steady-flow chemical engine.

This framework is used to expand to more complex optimal engines from simpler,

more-constrained systems. The chapter concludes with two conceptual tools that

help with the optimization process.

4.1 Representation of an Engine

4.1.1 Engine Nomenclature

It will be convenient to have a shorthand form for identifying different engine ar-

chitectures. This is accomplished by referring to an engine as an acronym for its

sequence of devices. Each device is designated by a single letter as given in Ta-

ble 4.1. For example, the recuperative simple-cycle gas-turbine engine shown in

49
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Device Shorthand

Compressor C
Turbine T
Burner B
Solid-oxide Fuel Cell F
Matter Mixer M
Matter Splitter S
Intercooler I
Heat Exchanger (receiving side) Xin

Heat Exchanger (donating side) Xout

Table 4.1: Shorthand nomenclature used to refer to common devices in engine archi-
tectures

exhaust

air

Ẇnet,outC

X
B

fuel

T

Figure 4.1: A recuperative simple-cycle gas-turbine engine.

Fig. 4.1 will be referred to as

CXinBTXout

which shows the basic sequence of devices in the appropriate order along the primary

flow path.

4.1.2 Device Parameters

All devices have constraints related to their physical limitations, and some also have

energy transfers that can be controlled through length parameters. A constraint

is a restriction on the ability to build a device and restricts the operating range
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Constraint Value Citation
Turbine polytropic efficiency 0.9 [129]
Compressor polytropic efficiency 0.9 [129]
Pump polytropic efficiency 0.75 [129]
Peak turbine blade temperature 1800 K [84]
Heat exchanger effectiveness 0.9 [130]
Peak heat exchanger temperature 1100 K [131]
Solid-oxide fuel cell YSZ conductivity 6.5 S/m [132]

Table 4.2: Device constraints used in numerical illustrations.

or capability of the device. A maximum allowable turbine inlet temperature, a

polytropic efficiency, and a heat exchanger effectiveness are all constraints. Because

the goal is to design optimal systems, constraint values are chosen to reflect state-

of-the-art technology. Constraints can change in time as device manufacturing and

materials improve, but at any given time, the current constraints provide hard limits

for the respective device’s operation. The methodology presented here is independent

of the numerical values of these constraints, but the resulting architectures may not

be. When architectures are modeled with numerical illustrations, their constraints

take on the values given in Table 4.2.

A device whose extent of an energy transformation is directly coupled to a transfer

can be thought of as having a length associated with its process. The length is an

operating parameter that a device can be manufactured or manipulated to meet.

Pressure ratios for turbo-machinery, utilization for a fuel cell, or cooling load of an

intercooler are all examples of device parameters that indicate the desired length of

their service. This is in contrast to a burner, which has no coupling between the

extent of the chemical transformation and an external work or heat transfer. Once

the burner receives the fluid inputs, the output is fixed (i.e., a burner cannot be

specified to go to 40% extent of reaction). This lack of a controlling transfer and its

associated length parameter is also true for mixers. With no heat or work controls,

these devices transform the entering fluid solely as a function of the fluid and device

constraints.
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4.2 The Systematic Approach

The goal of this dissertation is to develop maximally-efficient, steady-flow, chemical

engines. By the Gouy-Stodola theorem, this is equivalent to optimizing for the min-

imum engine entropy generation. The systematic entropy generation minimization

approach developed by Ramakrishnan is used here [3]. This process involves four

steps:

I. Begin with a bare-minimum engine architecture.

II. Introduce one new degree of freedom.

III. Insert the option for this degree of freedom between every existing device in

the sequence.

IV. Minimize total entropy generation of the complete system by optimizing the

length of each device in the new candidate sequence.

Steps II-IV are then repeated as many times as required to extend the complexity of

the engine. Each of these steps will now be discussed in more detail below.

4.2.1 A Bare-Minimum Sequence

A bare-minimum engine sequence must include a work-extraction mode, and for a

chemical engine, a chemical reactor to release the bond energy of the fuel. Ramakr-

ishnan used a turbine as the work extractor and a burner as the chemical reactor.

Additionally, because the turbine requires a pressure difference, for steady-flow, this

minimal sequence also needs an upstream compressor. Thus, his minimal sequence

is the compressor, burner, turbine, which will hereafter be referred to as CBT .

4.2.2 A New Degree of Freedom

A degree of freedom can be a new energy transfer mode, a new device, or a new fluid.

All three are explored in this thesis. Energy transfer modes are specified by the type
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of transfer (i.e., work, heat, or matter), the flow rate of energy, and the locations

where the transfer occurs. Devices are specified by their purpose, constraints, and

operating parameters as previously discussed. The choice of a new fluid is limited.

By definition, anything out of equilibrium with the environment has exergy and is

therefore a “fuel”.1 Thus, almost all fluids that could be introduced would fall in this

category and would be enveloped in the existing fuel label. With an environment

composed of air at 100% relative humidity, both air and liquid water are non-exergetic

fluids that can be used in the engine. Air is essential as an oxidizer for the chemical

fuel. Thus, the only optional fluid is water.

Ramakrishnan already examined the optimization of systems that allow internal

work and heat transfer as well as external heat transfer. In Chs. 5 and 6 of this thesis,

his optimal sequence will be expanded by introducing internal and external matter

transfers. In doing so, these chapters will explore the addition of matter mixers and

splitters as new devices, and water as a new fluid. Chapter 7 will start with the

bare-minimum sequence and introduce solid-oxide fuel cells as a new device.

4.2.3 Insertion of the Degree of Freedom

The new degree of freedom could occur anywhere within the existing sequence. For

example, if the original sequence was CBT and the new degree of freedom was a fuel

cell, F , the new candidate sequence would be

(CF )k(BF )m(TF )n

where k, m, and n are arbitrary integers allowing for repetition of sequences of

devices. This representation allows for all possible uses of the new degree of freedom

without changing the baseline sequence. If the use of a fuel cell is removed, the

sequence must degenerate to the previously existing best sequence, the CBT . Thus,

1In this thesis when a fuel is strictly chemical, it will be specified as such.
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the compressor, burner, and turbine cannot be rearranged relative to each other.2

4.2.4 Minimization of Entropy Generation

Every single restrained device in the candidate architecture must have its length pa-

rameters re-optimized for the new sequence. This includes the previously optimized

devices, which may now function differently given the new overall architecture. For

example, the optimal pressure ratio for a compressor will change going from a CBT

to a system that also includes fuel cells, such as a CFBT . Any device whose con-

tribution always increases the entropy generation of the entire sequence will have an

optimal length of 0, which removes the device from the sequence. In this way, the

domain of all possible sequences is whittled down to a specific sequence that likely

involves fewer than the 2(k+m+n) devices allowed. The length of each device is

limited by the plausible domain of the relevant operating parameter.

4.2.5 Implications of the Systematic Approach

The above procedure enables the broadening of the scope of engine architecture to

more and more complex systems, as desired. What remains unclear is how to accom-

plish the parameter optimizations in Sec 4.2.4 under a wide range of cases. Different

strategies are used in different cases. Two methodologies that are particularly helpful

are discussed in Sec. 4.3 and 4.4.

2Consider introducing a new device, like a fuel cell, and taking it to the limit of almost zero
length (for example, zero residence time and fuel utilization). The other devices in the sequence
should not rearrange relative to each other as this length approaches, and then reaches, zero.
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4.3 First Tool for Parameter Optimization: At-

tractor Minimization

Ramakrishnan developed the attractor method for use in optimizing steady-flow

combustion engines. This method has two key concepts. First is that for many

systems, the entropy generation is proportional to the exhaust entropy. Second is

that it is possible to map every device process to the effect it will ultimately have on

the exhaust entropy. These two points are explained in detail below.

4.3.1 Using Exhaust Entropy as a Proxy for Entropy Gen-

eration

The total engine entropy generation can be split into the internal component that

occurs as a result of non-reversible processes and the external component, which is

the result of the exhaust products equilibrating in the environment.

Ṡgen = Ṡgen,int + Ṡgen,ext

Applying an entropy balance around the system boundary, this becomes

Ṡgen =
Q̇out

T0
− Q̇in

T0
+ ṁ(sout − sin) + Ṡgen,ext

Using three specifying criteria that will often be valid in this thesis, the expression

above can be simplified. The first is the use of a strictly chemical (not thermal) fuel.

This implies that there is no heat transfer in to the engine. Therefore, the Q̇in term

can be eliminated

Ṡgen =
Q̇out

T0
+ ṁ(sout − sin) + Ṡgen,ext

Second, in many of the systems analyzed here, there is no heat transfer from the

engine to the environment (i.e. they can be idealized as adiabatic). These cases
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allow further simplification to

Ṡgen = ṁ(sout − sin) + Ṡgen,ext

Third, if the inlet state is fully specified, ṁ and sin are fixed. Thus, the total entropy

generation varies only with the outlet entropy and the external entropy generation.

By Guoy-Stodola, the external entropy generation is directly proportional to the

exhaust exergy. The mass-specific exhaust exergy transfer ψout is written

ψout = (hout − hout(T0, P0))− T0(sout − sout(T0, P0)) + ψout,chem(T0, P0) (4.1)

where T0 and P0 are the environmental temperature and pressure, which together

comprise the restricted dead state. The first two terms on the right of Eq. 4.1 ac-

count for the thermo-mechanical exergy, and the final term accounts for the chemical

exergy. The exhaust is at the environmental pressure and, as specified in Ch. 1, has

already been chemically equilibrated internally. Thus for fixed inlet matter, all of

the properties in Eq. 4.1 at the restricted dead-state are constants.

The chemically-equilibrated exhaust has to exit the engine at ambient pressure.

Taking the derivative of Eq. 4.1 with respect to the outlet entropy at constant pres-

sure and chemical affinity gives

∂ψout
∂sout

∣∣∣∣
P=P0,Aout=0

=
∂hout
∂sout

− T0 = Tout − T0

where Aout is the chemical affinity of the flue gas. The right side Tout − T0 is always

greater than or equal to zero. This indicates that ψout is a monotonic function of

sout. Therefore, minimizing the total entropy generation of the system is equivalent to

minimizing the outlet entropy under the three given conditions. When the chemical

system does not involve external heat transfer or variations in external mass transfer,

it will only be necessary to examine variations in sout. This will be helpful surprisingly

often. When these conditions are not met, the parameter optimization will require
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a different approach to entropy generation minimization.

4.3.2 Mapping the Thermodynamic State to its Effect on

Exhaust Entropy

Ramkrishnan showed that it is possible to map every thermodynamic state and

process through a device to the effect it will ultimately have on sout. Air, water,

fuel, and products of reaction are tracked as they move through the engine. At the

entrance and exit of each device, the fluids traveling in parallel are mapped to a

state in which they are thermally, mechanically, and chemically equilibrated into a

single product state, called the attractor state.3 For flowing systems, the attractor

is at the same enthalpy, pressure, and atomic composition as the original state.4

This attractor state is essentially what would occur if the engine were to terminate

at the associated point in the system and be allowed to equilibrate. Thus, the

attractor’s entropy is equivalent to the desired tracking variable sout. With this tool,

the addition, removal, or change in operating conditions of a device can be mapped

to its ultimate effect on exhaust entropy, and thereby entropy generation and overall

engine efficiency.

Table 4.3 illustrates how a system of arbitrary species A and B are mapped to

an attractor state. The attractor state has the same extensive enthalpy, pressure,

and atomic composition as the original combined gas state. Together, A and B have

an extensive enthalpy of 5 Joules. If, hypothetically, chemical equilibrium dictates

A + B → AB with a very high extent of reaction, then the final composition is

50% AB, 50% B. Thus, the attractor state has 2 moles whereas the actual pre-

reaction state has 3. The intensive enthalpy for the attractor is then 5/2 J/mol.

3For formulating the attractor, it is convenient to always keep the parallel fluids in mechanical
equilibrium. This can be envisioned by inserting hypothetical isentropic compressors and turbines
in any secondary flow streams to bring them to the same pressure as the main air stream. This
equal pressure representation is explained in detail by Ramakrishnan. [3]

4The natural analog for a piston-cylinder engine is to keep the volume and internal energy
constant between each state and its attractor.



58 CHAPTER 4. SYSTEMATIC METHODOLOGY

This enthalpy, composition, and given system pressure constitute a fully defined

thermodynamic state. Entropy, and all other desired thermodynamic properties,

can then be calculated using a chosen equation of state.

Property A B Attractor State
Moles 1 2 2
Enthalpy [J/mol] 1 2 5/2
Pressure [bar] 5 5 5

Table 4.3: Simplified Example of Attractor Calculation.

4.3.3 Visual Attractor Analysis

The attractor methodology can be used to optimize device length parameters either

visually or mathematically. Here the visual approach is demonstrated using the

example of a Brayton cycle [3]. The Brayton cycle is implemented as a CBT : a

compressor, a burner, and a turbine. In Fig. 4.2 this simple cycle is shown on a

total-mass-specific, enthalpy-entropy diagram.
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Figure 4.2: System-attractor plot (h-s) for a Brayton cycle. (Natural gas-air, φ =
0.43, ηC = ηT = 0.9.)
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The actual system trajectory is shown in blue and the attractor trajectory is

shown in red. At State 1, the system is composed of unreacted natural gas and air

at atmospheric temperature and pressure. The attractor is at State 1eq and is at

the same enthalpy and pressure as State 1, but now comprised of the adiabatically

equilibrated products of natural gas and air at atmospheric pressure. State 1eq is at a

much higher entropy than State 1 due to the entropy generation of the atmospheric

chemical equilibration. As the reactants are compressed, the system increases in

enthalpy and entropy to State 2. The attractor actually decreases in entropy to

State 2eq, while again matching the enthalpy and pressure of the actual system. As

discussed in Ch. 2, the decrease in attractor entropy occurs because the entropy

generation due to chemical reaction decreases as the reactant’s energy increases [14].

Because the gases are burned at constant enthalpy and pressure, the attractor does

not change across a combustor. Thus, State 2eq is the same as State 3eq. It is also

the same as State 3, because now the fluid is in chemical equilibrium and there is no

distinction between the attractor state and the actual state. The fluid then expands

through the turbine to State 4/4eq on the atmospheric isobar for the chemically

equilibrated composition, shown in black. The black circle marks the restricted dead

state for the chemically-equilibrated system. Because it is at ambient temperature

and pressure, exhaust at this state would have no thermal or mechanical exergy. As

such, it is the best (lowest entropy) exhaust state possible for the given composition.

While visualizing the enthalpy-entropy plot may be illuminating for an individual

system, it is particularly helpful in quickly comparing the merits of multiple possi-

ble trajectories. Figure 4.3 has the same Brayton cycle, but now for three different

pressure ratios: 20:1, 40:1, and 60:1. All three cases use the same fuel, equivalence

ratio, and polytropic efficiencies for the turbine and compressor. Maximizing effi-

ciency involves minimizing the final attractor entropy. Of the three pressure ratio

cases shown here, the 60:1 case ends at the lowest entropy, and therefore is the most
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Figure 4.3: Using the attractor to compare three candidate pressure ratios for a
Brayton cycle. (Natural gas/air, φ = 0.43, ηC = ηT = 0.9.)

efficient cycle. If this inquiry were extended to all possible pressure ratios, the op-

timal pressure ratio would be the one associated with the lowest (farthest left) final

entropy.

The lowest entropy point could be found by simply examining the system tra-

jectory without the attractor. However, the attractor supplies information about

what each device’s effect is on the exhaust entropy. The shape of the red attractor

curve indicates that added compression improves the potential efficiency of the sys-

tem by pulling the outlet state toward lower entropy, but with decreasing marginal

returns. At some pressure ratio the slope of the attractor during compression will

be equal and opposite to the slope of the attractor during expansion. At this point,

the marginal decrease in exhaust entropy provided by compression is canceled by

the marginal increase in exhaust entropy caused by expansion. Finding the point of

equal attractor slope is equivalent to finding the optimal pressure ratio. This ability

to determine the effect of any marginal design change on the overall outlet entropy

will be critical in optimizing device lengths.
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4.3.4 Mathematical Attractor Analysis

Ramakrishnan showed that the optimal device lengths can be determined analyti-

cally, as well as visually. The exhaust entropy can be written as

sout = sin + ∆s

Numbering the engine states 1 through n, this can be rewritten as

sn = s1 + ∆s

sn = s1 +
n∑
i=1

∆si,i+1

The inlet is equivalent to State 1 and the outlet is equivalent to State n. Expanding

the right side gives

sn = s1 + ∆s1,2 + ∆s2,3 + · · ·+ ∆sn−1,n

The attractor entropy is equal to the system entropy at the outlet state. Using

the eq subscript to indicate the attractor, the above equation can be rewritten

sneq = s1 + ∆s1,2 + ∆s2,3 + · · ·+ ∆sn−1,n

= s1 + ∆s1,1eq + ∆s1eq ,2eq + ∆s2eq ,3eq + · · ·+ ∆sn−1eq ,neq

= s1 + ∆s1,1eq +
n∑
i=1

∆sieq ,i+1eq

Minimizing the exhaust entropy as a proxy for total entropy generation only works

if the inlet state is fixed. In this case, s1 and ∆s1,1eq are also fixed. Therefore

min sout ∝ min
n∑
i=1

∆sieq ,i+1eq (4.2)
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Finally, ∆sieq ,i+1eq for any device can be written mathematically as

∆sieq ,i+1eq =

∫ hi+1

hi

dseq
dh

dh

because h is the same as heq.

Ramakrishnan derived expressions for dseq
dh

for several devices [3]. For all devices,

the derivation begins with Gibbs equation for the chemically-equilibrated attractor

TeqdSeq = dHeq − VeqdPeq −
∑
i

µi,eqdNi,eq

The attractor is defined as being at the same enthalpy h, pressure P , and atomic

composition as the actual state, but brought to chemical equilibrium. Therefore,

Heq = H and Peq = P . Because the system is in equilibrium, the chemical affinity is

zero. Thus the
∑

i µi,eqdNi,eq term is identically zero. The equation simplifies to

TeqdSeq = dH − VeqdP (4.3)

Compressors & Turbines

Both compressors and turbines are modeled as adiabatic with set polytropic efficien-

cies. For a compressor

dh =
vdP

ηC

where ηC is the polytropic efficiency. Substituting the above expression into Eq. 4.3

and eliminating dP results in

dseq
dh

=
1

Teq
(1− veqηC

v
)

In order to minimize entropy production, compressors should only be used when
dseq
dh

is negative. This occurs when veqηC ≥ v, which is true for the gas stream

before chemical equilibration, confirming the understanding that compressors are



4.3. ATTRACTOR MINIMIZATION 63

used before burners and fuel cells. This criteria dictates the change in enthalpy

through the compressor, and therefore the device length.

Similarly it was found that turbines should only be used when veq ≥ vηC . For

many fuels, this is true starting very near the end of the oxidation process. Assuming

that through a turbine the fluid remains chemically equilibrated, v and veq are the

same and the change in the attractor entropy with enthalpy is written

dseq
dh

=
ηT − 1

TeqηT

where ηT is the turbine polytropic efficiency. (The greater the polytropic efficiency,

the less seq increases with decreases in enthalpy.) The turbine always adds to the

entropy generation, but significantly less so than a system that mechanically equili-

brated with the environment in the absence of a turbine.5

Burners

Burners are modeled as isobaric and isenthalpic.6 Thus, the entire right side of

Eq. 4.3 is zero. Therefore dSeq is also zero. The attractor for a burner is represented

as a single point on the h-s diagram that is coincident with the actual state point.

This is in keeping with the notion that burners have no length parameter.

Heat Exchangers

Again the analysis starts with

Teqdseq = dh− veqdP
5The turbine entropy expression can be equivalently written in terms of dP instead of dh. This

leads to
dseq
dP =

vηT−veq
Teq

. In the absence of a turbine, there is no change in enthalpy, but there is still

a pressure drop to equilibrate with the environment. This mechanical equilibration has an entropy
increase dictated by

dseq
dP =

−veq
Teq

, which is always larger than the entropy increase for a turbine.
6The incorporation of friction or imperfect insulation in any of the devices does not change

the methodology. In his dissertation, Ramakrishnan showed that introducing these imperfections
changes the optimal number of stages of each part of the architecture (i.e., fewer stages of isothermal
burning), but not the types of devices or their relative sequencing [3].
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Heat exchangers are assumed to be isobaric, externally adiabatic, and involve frozen

chemistry within each stream.7 For the attractor of a single side of the heat exchanger

dseq
dh

=
1

Teq

For the side being heated, h is increasing as the fluid progresses through the device,

and therefore so is seq. The attractor’s temperature increases as energy is added along

the heat exchanger’s flow path. The temperature of the attractor may be shifted

from that of the actual system due to the endo/exothermicity of the equilibration

reactions. The slope 1
Teq

is decreasing as energy is added to the fluid. This leads to

the conclusion that less entropy generation will occur when the cold side of the heat

exchanger is as hot as possible. For the hot side of a heat exchanger, h is decreasing,

and so is seq. Again, the derivative is 1
Teq

so lower temperatures will result in the

greatest entropy decrease.8 This result–that the hot side of the heat exchanger should

be as cold as possible and the cold side as hot as possible–is in line with intuition

that the temperature difference across a heat exchanger should be minimized.

Figure 4.4 depicts the trajectories of the system and attractor for the cold side

of a heat exchanger. The system is composed of two unmixed fluids at the same

pressure: methane and air, both being heated. As expected, both the system and

attractor increase in entropy with enthalpy. The attractor has a steeper slope on an

h-s diagram because Teq ≥ T for an unreacted methane-air system.

Solid-Oxide Fuel Cells

The incorporation of fuel cells into this methodology is new. The analytical expres-

sion for the change in attractor entropy with respect to enthalpy can be developed

similarly to what was done previously by Ramakrishnan. A solid-oxide fuel cell tube

7Regardless of reactive chemistry or lack there of in the heat exchanger, the attractor is in
equilibrium.

8Note that Teq may be different for the two sides of a heat exchanger, based on compositional
differences.
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Figure 4.4: Model for a heated, but unreacted air/methane system. (The cold side
of a heat exchanger)

(the membrane electrode assembly along with the electrode-side channels) can be

modeled as isothermal and isobaric.9 As was true with the heat exchanger, under

isobaric conditions Eq. 4.3 simplifies to

dseq
dh

=
1

Teq

For a fixed membrane temperature, an exothermic reaction in a fuel cell tube

must lead to a decrease in enthalpy. Combining this with the extraction of work

requires that dh, and therefore dseq, is negative. For the system, as opposed to the

attractor, as the oxidation progresses, the chemical affinity of the gases decrease.

The combination of decreased affinity and decreased enthalpy lead to a drop in Teq.

Thus the slope of the attractor on an h-s plot is positive but decreasing, as shown

in Fig. 4.5. Note that because dseq is negative for exothermic fuel cells, but zero

for burners, it will always be preferable to use an exothermic fuel cell over a burner

for chemical reaction where possible. Endothermic regions of the fuel cell behave

differently. The kinetics at the inlet of the internally-reforming solid-oxide fuel cell

are dominated by the endothermic breakdown of methane. In this region, both

9The validity of these assumptions is further discussed in Ch. 7.
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Figure 4.5: Confirmation that dseq
dh

= 1
Teq

dh and dseq are positive. Exothermic regions should dominate the overall fuel cell

energetics, so as to result in a negative change to seq overall.

When anode recycling is used, there is a stage of matter transfer just before the

entrance to the anode-side channel. This matter adds enthalpy and entropy to the

system, thus dseq
dh

is positive. Similarly, at the end of the fuel cell channel, matter

is removed from the main path to be recirculated back around to the SOFC inlet.

Removal of matter results in a downward jump on an h-s diagram.

4.3.5 Attractor Summary

In systems where there is no heat interaction with the environment and the inlet

matter streams are fixed, minimizing outlet entropy is equivalent to minimizing total

entropy generation. The attractor maps the effect that each device’s length has on

the final exhaust entropy. This information can be used visually or mathematically to

determine the device lengths that minimize the overall system entropy generation.

For a given degree of freedom, finding these optimal lengths is the final step in

the systematic thermodynamic methodology. The attractor method will be used

extensively to optimize engines for inclusion of solid-oxide fuel cells in Ch. 7.
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4.4 Second Tool for Parameter Optimization: Con-

centric Cycle Analysis

In Chs. 5 and 6 of this thesis, the effect of optimizing an engine for variable matter

transfers is examined. Changing the relative quantities of fluids entering the engine

and where they merge and split from each other changes the attractor chemistry.

The derivations in Sec. 4.3 no longer apply. An alternative method for determining

optimal device lengths was developed for use in this thesis. This method, which is

referred to as concentric cycle analysis, has three key ideas. First is realizing that

matter transfers of interest here are dominated by diffusive and thermal equilibra-

tions. Second, that it is possible to conceptualize a concentric system that separates

out the thermal from the diffusive effects of matter transfer. Finally, that an analysis

of the concentric system can show that many forms of matter transfer are not bene-

ficial (i.e., that their process lengths should be zero). These concepts are discussed

in detail below.

4.4.1 Equilibrations Associated with Matter Transfer

This study will include matter transfers that proceed directly from a splitter to a

mixer with no intervening devices. Thus, all matter transfers are unrestrained and

will involve mechanical, thermal, diffusive, and reactive equilibration. These modes

of equlibration are not always equally significant, as will be demonstrated with the

following two examples.

Figure 4.6a shows the compositional surfaces of an air-fuel system. Initially, the

air and fuel are considered to be at mechanical, but not thermal, diffusive, or reactive

equilibrium. Thus, they have the same pressure, but not necessarily temperature or

composition. They are then brought into thermal equilibrium with the jump from

the blue surface to the green surface. (The green surface is not clearly visible, but

exists between the blue and orange surfaces.) The distance between these surfaces on

the entropy axis is a measure of the entropy generation associated with the thermal
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equilibration. A second jump in entropy occurs when the air and fuel physically

mix, but do not yet react, thus incurring diffusive entropy generation. A much larger

jump occurs between the diffusively equilibrated (mixed with frozen chemistry) and

the reactively equilibrated surfaces. From this, it is evident that the majority of the

entropy generation associated with the equilibration of fuel and air is due to chemical

reaction.

Figure 4.6b shows the compositional surfaces associated with an air-combustion

products system. While the same jumps exist between these surfaces as in Fig. 4.6a,

the entropy generation is differently proportioned between the steps. The diffu-

sive and thermal equilibrations significantly outweigh the consequences of reactive

equilibrium. Teh and Ramakrishnan have previously optimized air-fuel combustion

engines for minimizing the reactive entropy generation in the burner. The additional

matter transfers discussed in this thesis are similar to those shown in Fig 4.6b in

which thermal and diffusive entropy generation dominate.

This study involves no devices that can take advantage of diffusive matter differ-

ences (such as concentration cells), so diffusive equilibration will always be entropic.

Thermal differences can be used, however, and could provide a reason to move ther-

mal energy within a system. This is why heat transfer was already examined by

Ramakrishnan. In addition to heat transfer, matter transfers can also move thermal

energy. However, matter transfers that involve mixing fluids of different composition

will inevitably incur diffusive entropy generation. Thus, a central question is when

to use a heat or a matter transfer, if either, in an optimally efficient system.

4.4.2 Conceptualizing the Concentric Cycle

A new tool that helps distinguish between the thermal and diffusive effects of matter

transfer is introduced here and will be referred to as concentric cycle analysis. As an

introductory example, the concentric cycle is applied to the study of a simple-cycle

gas-turbine engine with exhaust gas recirculation, as depicted in Fig. 4.7. In the

device nomenclature, this would be MCBTS, where M is a flow mixer and S is a
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Figure 4.7: A simple-cycle gas-turbine engine with exhaust gas recirculation
(MCBTS).

flow splitter. Exhaust gas recirculation (EGR) is used to recuperate thermal energy

that would otherwise be rejected from the engine. By providing moderator in the

burner, it can also allow the system to go to a higher pressure. A hotter, more

pressurized system could result in less entropy generation in the burner.

Consider the following thought experiment: Instead of mixing the exhaust gas

and the air, let the exhaust gas travel in a separate stream, but through an exact

parallel set of devices as the air, and at matched pressure. At every point in the

cycle, the recirculated gas is maintained in thermal (but not diffusive) equilibrium

with the air. This is conceptualized by considering differential stages of compression

and perfect, isobaric heat exchange between the recirculated gas and air streams, as

depicted in Fig. 4.8.10 The air, fuel, and recirculant flow rates, as well as the overall

pressure ratio and turbine inlet temperature, are the same for the mixed-fluid and

concentric-cycle systems shown in Figs. 4.7 and 4.8.

In order to be a useful model of the energy efficiency of the original mixed system

in Fig. 4.7, the concentric system in Fig. 4.8 and the original mixed system have to

have the same work transfers. This is shown to be true below.

10Because the concentric cycle is by intention ideal, it would have perfect, isobaric heat exchange
even if the original mixed cycle did not.
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Figure 4.8: Concentric version of an exhaust gas recirculation system.
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The exhaust gas is assumed to have been fully oxidized such that no significant

further chemical reaction occurs upon mixing with fresh air. Both the exhaust and

air are reasonably modeled as ideal gases, in which case there is no excess volume of

mixing and

ṁmvm = ṁava + ṁrvr (4.4)

where subscript m is the mixed exhaust-air system, a is the air, and r is the recircu-

lating exhaust gas.

The mixed system of air and recirculating flue gas can be thought of as an ideal

solution obeying the Amagat model of two fluids with matching temperature and

pressure undergoing compression, and with identical polytropic efficiencies. With

unspecified polytropic efficiency etam, the work required to compress the original

mixed system is written

Ẇcomp,m = ṁm

∫ Phigh

Plow

vmdP

ηcomp,m

Using the ideal solution result in Eq. 4.4 to substitute in for the mixed volume gives

Ẇcomp,m =

∫ Phigh

Plow

ṁava + ṁrvr
ηcomp,m

dP

Splitting the fraction apart into separate terms for each fluid gives

Ẇcomp,m =

∫ Phigh

Plow

ṁava
ηcomp,m

dP +

∫ Phigh

Plow

ṁrvr
ηcomp,m

dP (4.5)

The polytropic efficiency ηm can be chosen such that

ṁava
ηcomp,m

dP +
ṁrvr
ηcomp,m

dP =
ṁava
ηcomp,a

dP +
ṁrvr
ηcomp,r

dP (4.6)
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Combining Eqns. 4.5 and 4.6 gives

Ẇcomp,m =

∫ Phigh

Plow

ṁava
ηcomp,a

dP +

∫ Phigh

Plow

ṁrvr
ηcomp,r

dP

This expression on the right is exactly the expression for the work in the concentric

representation of the recirculating flue gas system. Therefore,

Ẇcomp,m = Ẇcomp,concentric

The concentric cycle representation of the system requires the exact same work trans-

fers as the mixed system.

The concentric-cycle version of the EGR system allows for the separate considera-

tion of thermal and diffusive equilibration processes. The concentric cycle in Fig. 4.8

is equivalent to the mixed cycle in Fig. 4.7 except that the concentric cycle does

not suffer entropy generation due to diffusion. Thus, analysis of the concentric cycle

representation of EGR gives an upper bound on the efficiency of the actual EGR

system. By serving as an upper bound on efficiency, concentric-cycle analysis can

help identify which types of matter transfer have the potential to improve engine

efficiency and which can be ruled out immediately as non-optimal. In particular, if

the concentric-cycle version of a proposed system cannot improve upon the equiva-

lent system without the matter transfer in question, then there is no merit in using

that matter transfer.

4.4.3 Concentric Cycle Summary

The concentric cycle analysis is an alternative to the attractor methodology in cir-

cumstances involving changes to the system matter transfers and therefore exhaust

composition. It is used to determine whether a proposed matter transfer could, in

the best case, be beneficial over the equivalent system without matter transfer (but

allowing heat transfer). When the proposed matter transfer is not beneficial, its flow
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rate is set to zero length and the associated mixer and splitter are removed from the

candidate architecture during the optimization process. Thus, the concentric cycle is

a binary tool in determining optimal device lengths: it can only determine whether

a mixer and splitter should be removed or whether they should stay. If the devices

should stay, then further analysis will be required to determine the splitter length

(mass flow rate).



Chapter 5

Matter Transfers in a

Simple-Cycle Gas-Turbine Engine

The next goal is to determine how the optimal work-and-heat regenerative architec-

ture changes when degrees of freedom associated with internal and external passive

matter transfers are opened. Before doing this, it will be instructive to examine the

matter transfers possible with a simple-cycle gas-turbine engine, as show in Fig. 5.1.

This engine only has stages of compression, burning, and expansion. Studying the

simple cycle will allow for isolating the thermodynamic principles and irreversibility

trade-offs involved in making decisions about matter transfer. Chapter 6 will then

return to the optimal heat-and-work regenerative engine to see how the principles

developed in this chapter can be applied.

5.1 Model Problems

Matter transfers are classified as being of one of three different modes: feed-forward,

feed-back, or external. These are briefly described below and fully explored in

Sec. 5.2-5.4.

I. Feed-Forward Transfer

75
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flue gasair

Ẇout

Ẇout

Ẇin

Ẇin

fuel

Figure 5.1: Simple-cycle gas-turbine engine, shown with 2 stages of compression and
expansion

A fraction of the main fluid stream can be split off, bypass some number of

subsequent devices, and then rejoin the main stream. This occurs in blade

cooling, which is used to maintain the turbine blades at an acceptable temper-

ature. To do this, some post-compressor air bypasses the combustor and mixes

with the hot fluid entering a turbine stage.

II. Feed-Back Transfer

Some matter can be split off from the main fluid stream and recirculated to

enter an earlier device in the sequence and remixed. This occurs in flue gas

recirculation in which hot post-combustion products are fed backward into the

colder pre-combustion reactant stream in an effort to improve performance or

reduce emissions.

III. External Transfer

For a fixed flow rate of fuel, the relative proportion of air can be changed to alter

performance. Additionally, any non-exergetic fluid can be added. (An exergetic

fluid would be counted as part of the fuel stream). For an air environment

(dead state) at 100% relative humidity, this allows inclusion of liquid water.

Water can be injected into the air stream at various points with the potential

to improve efficiency and/or power.
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In this analysis matter transfers proceed directly from a splitter to a mixer.

There are no intermediate processes that alter the enthalpy of the matter. Pumps,

diffusers, and heat exchangers are thus excluded, while adiabatic valves are allowed.

Such intermediate processes could allow for combined cycles, chemical separations,

and other complex phenomena. While these processes are important to eventually

analyze and incorporate into the optimal engine architecture, they are distinctly more

complicated than passive matter transfers. Thus, matter with intermediate processes

will be treated as a further degree of freedom beyond passive matter transfer, and is

not in the scope of this dissertation.

Without intermediate processes, momentum conservation requires matter to flow

in the direction of a favorable pressure gradient. This will be modeled by an adiabatic

and isenthalpic throttling processs. When examining idealized upper bounds on

efficiency, matter will be treated as transferring between points of equal pressure.

Fuel is assumed to enter the system from a pressurized line. For convenience of

illustration, the fluid is required to maintain a single phase at all times. This restricts

the quantity of liquid water introduced to an amount less than saturation. This

requirement simplifies the analysis without changing or restricting the fundamental

conclusions. Chapter 6 will readdress the impact of this restriction.

The analysis of each model problem has three subsections: 1) conceptual anal-

ysis, 2) numerical illustration, and 3) thermodynamic interpretation. Because this

chapter is examining a simple-cycle gas-turbine engine, it will focus on developing

the optimal process sequence and delay a discussion of optimal process lengths until

the reintegration into the optimal architecture with work-and-heat regeneration in

Ch. 6.

5.1.1 Numerical Models

The model problem analyses do not assume any specific fuel type, and the results are

applicable to any chemical fuel-air system. For illustration however, fuels are chosen

that are used commonly in gas turbine engines: natural gas (for stationary power)
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Property Specification
Air Composition 20.50% O2, 76.99% N2, 0.036% CO2, 1.56% H2O, 0.91%Ar

Temperature 298 K
Pressure 1.01325 bar

Table 5.1: The environmental dead state used for numerical and graphical results

and kerosene (for aircraft). Both of these fuels span a range of compositions, so rea-

sonable surrogates are needed. Natural gas is modeled as 90%CH4, 5%C2H6, 5%N2.

For kerosene, the choice is made to use 100% dodecane (C12H26). While this is

overly simplistic, it makes a 2nd-law analysis possible and still provides a large liq-

uid molecule as a contrast to a small gaseous fuel. The simulations are completed in

Matlab [112]. The thermodynamic software package Cantera is used for the gaseous

properties in the simulations [113]. It employs the database GRI-Mech 3.0 for eval-

uating the state of the working fluid [133]. Properties for dodecane are taken from

the NIST Chemistry WebBook [134, 135]. Properties for the environment are in

Table 5.1. Device constraint values are those from Table 4.2.

5.2 Feed-Forward Matter Transfer

5.2.1 Conceptual Analysis

A feed-forward matter transfer involves splitting off some of the main fluid stream,

bypassing a set of downstream devices, and then remixing with the main stream at

a later point. Doing this passively in the direction of a favorable pressure gradient

limits the possible locations that such a transfer could occur. In a simple-cycle gas-

turbine engine, as shown in Fig. 5.1, a feed-forward transfer could occur either from a

high-pressure product gas to a lower-pressure product gas, or from the compression-

side air to the expansion-side product gas.
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Feed-Forward within the Expansion Process

Feed-forward within the expansion process would involve some of the matter skipping

a turbine stage, going through a throttle, and remixing with the main flow, as shown

in Fig. 5.2b. This will be compared to the equivalent system without a feed-forward

transfer, shown in Fig. 5.2a. The two systems have the same inlet state, same overall

mass flow rate, and same final pressure. All devices in both systems are adiabatic.

The systems in Fig. 5.2 have no external transfers of heat. Therefore, the results

product

Ẇout

A

B

(a) No feed-forward transfer

n

product

Ẇout

1

2

3

4

(b) Feed-forward transfer

Figure 5.2: Comparison of expansion with and without a feed-forward matter trans-
fer.

from Ch. 4 hold, and the irreversibility of each systems is monotonic with its outlet

entropy. Whichever system has the higher outlet entropy is more irreversible. This

is equivalent to determining which system has the higher outlet attractor entropy.

States 2 and B are at the same pressure and composition. Removing the pressure

and chemical terms, Gibbs equation for the attractor can be integrated between these

two states.

Teqdseq = dh−����veqdP (5.1)∫ s2,eq

sB,eq

Teqdseq =

∫ h2

hB

dh (5.2)
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Because temperature is always positive, whichever state (2 or B) has the higher en-

thalpy will also have the higher attractor entropy. Now all that is left is to determine

which system has the higher outlet enthalpy.1

The outlet enthalpies are compared using mass and energy balances. An energy

balance around the system with a feed-forward system is written

ṁ3h3 = ṁ1h1 − ṁ2(h1 − h2)

Subtracting this equation from the energy at the outlet of the other system, ṁBhB,

gives

ṁBhB − ṁ3h3 = ṁBhB − ṁ1h1 + ṁ2(h1 − h2)

Here hB = h2 and ṁ1 = ṁ3 = ṁB. Therefore the above equation can be rewritten

in terms of only States 1, 2, and 3.

ṁ3(h2 − h3) = ṁ3h2 − ṁ3h1 + ṁ2(h1 − h2)

ṁ3(h2 − h3) = (ṁ2 − ṁ3)(h1 − h2)

ṁ2 is a fraction of ṁ3 so the difference in masses on the right hand side is always

negative. The difference in enthalpies on the right hand side is always positive

because work is extracted between States 1 and 2. The product of a negative term

with a positive term is always negative. Therefore,

ṁ3(h2 − h3) < 0

ṁ3(hB − h3) < 0

This indicates that the enthalpy, and therefore attractor entropy, are greater exiting

1This procedure of canceling constant terms in Gibbs and integrating between two states to
relate their entropies to their enthalpies will be used repeatedly in this chapter. Going forward, it
will simply be referred to as “integrating Gibbs between two states.”
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the system with the feed-forward transfer. The feed-forward system is more irre-

versible. The throttling produces entropy and removes some of the ability of the

engine to produce work. It also adds entropy of mixing when the relatively hotter

bypass gas is remixed with the colder main stream gas.

The simple cycle only allows compression, followed by burning, followed by ex-

pansion. Thus, the only possible additional devices after States 2/B before exhaust

are more stages of expansion. Regardless of further expansion, a higher entropy at

State B than State 2 requires a higher outlet entropy for the feed-forward system

than for the simple system. Therefore, feed-forward transfers within the expansion

side of a simple-cycle gas turbine engine always add unnecessary irreversibility to the

system.

Feed-Forward from Compression to Expansion

Feed-forward from the compression process to the expansion process can either be

done at constant pressure (in an ideal case), or with a throttle to a lower pressure

stage. As just discussed, the throttled case destroys exergy and increases the entropy

of mixing due to increased thermal differences. The isobaric transfer represents

an idealized efficiency upper bound on a realistic case with friction and inevitable

pressure drops. However, these real effects only need to be considered if the upper-

bound system proves more efficient than an equivalent system with no feed-forward

transfer. If the best-case frictionless system with feed-forward transfer is still of lower

efficiency than a simple-cycle, then feed-forward matter transfers can be eliminated

without having to delve into more detailed models.

Figure 5.3 shows a comparison between a simple-cycle without feed-forward trans-

fers to one with a feed-forward transfer at a constant-but-arbitrary pressure. Requir-

ing the two different systems to have all of the same operating parameters is impos-

sible. One parameter has to remain free between the two systems while all others

are held fixed for a reasonable comparison. The choice of the free parameter is arbi-

trary, and the analysis yields the same results regardless of choice. Here the choice
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is made to allow the higher-pressure turbo-machinery to vary in pressure between

the two systems. The fuel flow rates, turbo-machinery polytropic efficiencies, and

turbine inlet temperatures are held constant between the two systems. Additionally,

the inlet air flow rate is the same at States 1 and A.

flue gasair

Ẇnet,out

Ẇnet,out

A

B

C D

E

F

G

fuel

(a) Simple-cycle without feed-forward

flue gasair

fuel

Ẇnet,out

Ẇnet,out

1

2

3 4

5

6

7

8

(b) Cycle with feed-forward air

Figure 5.3: Insertion of a feed-forward transfer.

The intensive thermodynamic state is identical for the two systems up through

the entrance to the burner. In the feed-forward case, there is a smaller mass flow

rate of air entering the burner. This results in a richer mixture in the burner than in

the simple-cycle case. Assuming that the simple-cycle burner operates lean, the feed-

forward burner with less air is closer to stoichiometric, and therefore has a higher

adiabatic flame temperature. However, the turbine inlet temperature is constrained

(TD = T4), so the maximum system pressure must be lower in the feed-forward case

than in the simple-cycle case. Therefore T4 = TD, P4 < PD.

State E is an arbitrary point along the expansion pathway in the simple cycle.

It is chosen to match the pressure of the feed-forward transfer stream. Therefore,

PE = P5 = P6. It is unclear how T6 relates to TE. Because the combustion was

done in a lean environment in both systems, it is reasonable to assume that State 6
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and State E have negligible differences in composition (near-complete combustion).

Since they are also at the same pressure, by integrating Gibbs between the two

states, whichever state is at lower enthalpy also has lower entropy. Since the final

expansion to atmospheric exhaust is the same for the two systems, whichever has a

lower entropy entering the turbine will also have a lower entropy exiting the turbine,

and therefore a higher system efficiency.

The next step is to determine the relationship between the enthalpy at States E

and 6. The higher enthalpy will be the state of higher entropy and therefore associ-

ated with lower overall system efficiency.

Notation

Subscripts will refer to the states numbered and lettered in the accompanying dia-

grams. The symbol ṽ refers to the specific volume of the simple cycle as opposed

to v, the specific volume of the feed-forward cycle. Specific volumes will also be

subscripted by either a for air or p for products to clarify composition.

Derivations

First an energy balance is done around the high-pressure turbo-machinery and burn-

ers for the two systems shown in Fig 5.3.

ṁEhE = ṁBhB + ẆBC + ṁGhG − ẆDE

ṁ6h6 = ṁ2h2 + Ẇ23 + ṁ8h8 − Ẇ45

States 2 and B are the same. Additionally, it is assumed that the fuel entering the

burner is over-pressurized to the same state regardless of the air pressure such that

hG = h8. Similarly, ṁ1 = ṁ2 = ṁA = ṁB = ṁC and ṁ6 = ṁ7 = ṁD = ṁE = ṁF

and h2 = hB. Subtracting the second equation from the first yields

ṁ6(hE − h6) = ẆBC − Ẇ23 + Ẇ45 − ẆDE
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Writing out the work terms as integrals gives

ṁ6(hE−h6) =

∫ PC

PB

ṁB ṽa
1

ηC
dP−

∫ P3

P2

ṁ3va
1

ηC
dP+

∫ P4

P5

ṁ4vpηTdP−
∫ PD

PE

ṁE ṽpηTdP

Noting that P2 = P5 = PB = PE, P3 = P4, and PC = PD, the above equation can

be rewritten in terms of fewer unique pressures. Additionally, va = ṽa because the

intensive states in the two systems are identical during compression.

ṁ6(hE−h6) =

∫ PC

P2

ṁ1va
1

ηC
dP−

∫ P3

P2

ṁ3va
1

ηC
dP+

∫ P3

P2

ṁ5vpηTdP−
∫ PC

P2

ṁ6ṽpηTdP

The integrals are rearranged such that some go over the pressure bounds of the

feed-forward system (P2 to P3) and the remaining ones cover the span between the

maximum pressure of the feed-forward system and the simple system (P3 to PC).

ṁ6(hE−h6) =

∫ P3

P2

(ṁ1−ṁ3)va
1

ηC
dP +

∫ PC

P3

ṁ1va
1

ηC
dP +

∫ P3

P2

(ṁ5vp−ṁ6ṽp)ηTdP

−
∫ PC

P3

ṁ6ṽpηTdP

Combining the integrals with the same bounds gives

ṁ6(hE − h6) =

∫ P3

P2

(
(ṁ1 − ṁ3)va

1

ηC
+ ṁ5vpηT − ṁ6ṽpηT

)
dP

+

∫ PC

P3

(ṁ1va
1

ηC
− ṁ6ṽpηT )dP (5.3)

The sign of this result depends upon the choice of fuel, the turbo-machinery poly-

tropic efficiencies, and the equation of state. If the turbo-machinery is isentropic

(ηT = ηC = 1),

ṁ6(hE−h6) =

∫ P3

P2

(
(ṁ1−ṁ3)va+ṁ5vp−ṁ6ṽp

)
dP +

∫ PC

P3

(ṁ1va−ṁ6ṽp)dP (5.4)
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In this case, the second integral is negative because ṁ1 < ṁ6 and va < ṽp.
2 A system

of air and combustion products can reasonably be modeled as an ideal solution. Using

the ideal solution assumption the first integral is zero:

ṁ6ṽp6 = (ṁ1 − ṁ3)ṽa + ṁ5ṽp

Thus, with isentropic turbo-machinery and ideal solutions, ṁ6(hE − h6) < 0, which

implies that hF < h7, which indicates that the simple cycle is more efficient than

the feed-forward cycle. For other assumptions about property methods and turbo-

machinery, Eq. 5.3 can be evaluated to determine relative efficiencies.

5.2.2 Numerical Illustration

Variations with Bleed Mass Fraction

As more air is fed-forward, the burner sees a relatively richer mixture. Given that

gas-turbine systems operate lean, this results in a burner operating closer to sto-

ichiometric with less air to act as moderator to absorb the exothermicity of the

combustion reaction. As a result, for a fixed turbine inlet temperature, an increased

feed-forward mass flow rate requires a decreased peak pressure. Figure 5.4 shows

this phenomenon for systems fueled by natural gas and dodecane. For both systems,

the feed-forward transfer is done at 5 bar.

Figure 5.5 shows the consequences of this mass transfer and lowered system pres-

sure on both systems. These plots indicate that increased feed-forward mass leads

to a significant decrease in system efficiency and an increase in exhaust exergy. The

increased exhaust exergy is a result of the decreased pressure ratio associated with

feed-forward transfer and the resulting reduction in the system’s ability to extract

work.

2This is only true when ∂v
∂T |P> 0, which holds for most conceivable air-fuel mixtures in a gas-

turbine system.
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Figure 5.4: Effect of feed-forward transfer mass flow rate on system pressure.
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Figure 5.5: Exergy distribution for common air-fuel systems. Feed-forward transfer
at 5 bar. This graph shows the same systems as Fig. 5.4
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Variations with Bleed Pressure

Figure 5.6a shows that the feed-forward transfer pressure has only a minimal effect on

overall exergy efficiency. Any choice of transfer pressure results in a lower efficiency

than the equivalent system without any feed-forward transfer, as indicated by the

dashed red line. Figure 5.6b breaks down these efficiency changes by the individual

destruction terms. Once the quantity of bleed mass is set, there is a unique maximum

system pressure, regardless of bleed pressure. Thus, the destruction associated with

fuel mixing and combustion is independent of bleed pressure, and not plotted here.

The exergy destruction in the compressor increases with bleed pressure because more

mass is being compressed. The turbine destruction also increases with bleed pressure

because a larger portion of the expansion is done with a colder fluid. Meanwhile

the air mixer shows a slight improvement with bleed pressure due to the decreased

temperature difference in the mixer as the bleed air is further compressed before

mixing. The trade-off between the turbo-machinery effects and the mixing effect

lead to the ultimate variation in exergy efficiency with transfer pressure.

5.2.3 Thermodynamic Interpretation

It is unsurprising that the dodecane and natural gas systems behave similarly with a

feed-forward transfer. They have similar combustion products, dominated by water

and carbon dioxide.3 Because water and carbon dioxide are triatomic, the product

streams from these reactions have higher specific heats than the air stream, which

is dominated by diatomic nitrogen and oxygen. Similar compositions also means

the product gases of the various combustion reactions have similar molar masses.

Given that these systems are well-modeled as ideal solutions of ideal gases, similar

specific heats and molar masses indicate that the gases would have similar turbo-

machinery/mixing trade-offs. Thus, using standard fuels and an understanding of

3While this is somewhat less true when comparing very rich to very lean combustion systems,
it is reasonable to assume that gas turbines will operate lean such that minimal chemical exergy is
wasted in the flue gas.
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Figure 5.6: Effect of feed-forward bleed pressure on exergy efficiency. Bleed mass
flow rate is 10% of overall air mass flow rate.



5.3. FEED-BACK MATTER TRANSFER 89

their common properties, it is shown that feed-forward air transfer in a gas-turbine

engine will result in decreased efficiency for practical applications.

5.3 Feed-Back Matter Transfer

5.3.1 Conceptual Analysis

Feed-back matter transfer involves splitting off some of the main fluid stream, sending

it upstream to an earlier device in the flow and remixing it in. In a simple-cycle gas-

turbine engine this could happen either by throttling some of the compressed air and

mixing it in with lower-pressure air or by recirculating some of the product gas in

with the air during compression. Both of these options are examined below.

Feed-Back within the Compression Process

Figure 5.7 shows the simple cycle and a variant with a feed-back transfer within

the compression process. As was done with the feed-forward comparison, the two

systems have the same inlet mass flow rates, turbine inlet temperature, and poly-

tropic efficiencies. The pressure ratio varies between the two systems in order to

accommodate these fixed variables while allowing for the architectural change.

Neither system has external heat transfer, so again comparing outlet entropies

is sufficient to determine relative efficiencies. Because they have the same atomic

composition, they will have the same equilibrium product composition. With the

same product composition, turbine inlet temperature, and mass flow rates, whichever

system can expand through a larger pressure ratio will have the lower final entropy.

Individually numbered and lettered states in Fig. 5.7 are now compared to assess

which system has a higher pressure ratio.

States 1 and A are equal, but State 2 is hotter than State 1 due to the mixing

in of hot air from State 4. Thus the lower-pressure compressor in the feed-back case

sees a hotter, less dense fluid than its counterpart in the simple system. This results
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Ẇnet,out
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Figure 5.7: Comparison of compression with and without a feed-back matter transfer.

in more compressor work per unit pressure change in the feed-back case. State B is

an arbitrary point along the compression chain, so its pressure is chosen to match

that of State 3. This results in State 3 being hotter than State B. If the two systems

went to the same peak pressure, then PC = P5, TC < T5, and hC < h5. However,

in order to hit the fixed turbine inlet temperature, the burner air inlet must have

the same enthalpy in both systems. The only way this is possible is if P5 < PC .

Thus, the system with the feed-back transfer has a lower maximum pressure than

the system without a feed-back loop.

This analysis made no assumptions on the conditions at the inlet State 1/A or

the value of the pressure at State B. As such, this ambiguous architecture covers the

scope of all possible compression-side feed-back systems in a simple-cycle gas turbine

engine. Thus, this form of feed-back transfer is identified as non-optimal.

Feed-Back from Expansion to Compression

Some of the partially expanded products could be recirculated either to the equivalently-

pressurized compressor stage or to a lower-pressure compressor stage. The ideal
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situation would be to transfer isobarically, thereby minimizing throttling and the

resulting hot recompression. This case is examined now.

First, the system pressure of the open feed-back matter system is compared to

that of the equivalent system without feed-back. A numerical simulation using stan-

dard hydrocarbon fuels then demonstrates that the feed-back system has a lower

peak pressure. Finally, the concentric cycle analysis is used to evaluate the efficacy

of this lower-pressure feed-back system.

Derivation

The first task is to determine how the inclusion of feed-back changes the overall

system pressure in Fig 5.8b relative to the original system pressure in Fig 5.8a. A

set of energy balances are used to define the enthalpy at the turbine inlet state as

a function of known parameters. For the original simple system, an energy balance

around the combustor gives

ṁDhD = ṁGhG + ṁChC

Writing out the enthalpy at State C in terms of the compression work from State B

results in

mDhD = ṁGhG + ṁB(hB +

∫ PD

PB

v

ηC
dP ) (5.5)

Only the first law of thermodynamics has been used here, so this statement is true for

arbitrary fluids and parameters. For the current problem, the fuel and air flow rates

and composition, the intermediate pressure (PB), the turbine inlet temperature, and

the polytropic efficiencies are fixed.4 Any choice of PD leads to a unique value of

hD. There is only one combination of hD and PD that will coincide with the turbine

inlet temperature requirement for the given composition. Thus the above equation

allows for the unique determination of the system pressure.

4The choice of parameters to fix is again arbitrary, but consistent with the decisions made in
Sec. 5.2.1
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Figure 5.8: Schematics for a simple-cycle gas-turbine engine without and with a
feed-back transfer.
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The same type of analysis is done for the feed-back system:

ṁ5h5 = ṁ8h8 + ṁ4h4

ṁ5h5 = ṁ8h8 + ṁ4

(
h3 +

∫ P5

P2

v

ηC
dP

)
ṁ5h5 = ṁ8h8 + ṁ2h2 + (ṁ2 − ṁ3)h6 + ṁ4

∫ P5

P2

v

ηC
dP

ṁ5h5 = ṁ8h8 + ṁ2h2 + (ṁ2 − ṁ3)

(
h5 −

∫ P2

P5

vηTdP

)
+ ṁ4

∫ P5

P2

v

ηC
dP

(ṁ5 − ṁ2 + ṁ3)h5 = ṁ8h8 + ṁ3h2 − (ṁ2 − ṁ3)

∫ P2

P5

vηTdP

+ ṁ4

∫ P5

P2

v

ηC
dP (5.6)

Given the same fixed parameters as above, as well as the feed-back flow rate, this

equation uniquely determines the system pressure.

Unfortunately Eqns. 5.5 and 5.6 are implicit and cannot be used to easily demon-

strate the relative pressures between the simple and feed-back systems. However,

this pressure comparison can be made numerically. The feed-back stream increases

the temperature and the mass flow rate of the compressed fluid. This effect de-

creases the maximum system pressure before the products reach the fixed turbine

inlet temperature. On the other hand, the feed-back stream increases the amount of

moderator in the burner, which leads to an increase in the burner inlet temperature

and therefore pressure. The trade-off between the increased compressor work and

increased combustion moderator is the key in determining the change in system pres-

sure upon introduction of feed-back. Thus the important thermodynamic properties

to track are the specific volume of the compressed fluid and the specific heat of the

recirculated fluid.

Figure 5.9 shows the effect of feed-back pressure on the overall system pressure
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Figure 5.9: Effect of feed-back pressure on maximum system pressure. The highest
pressure point (indicated with an arrow) is for a system with no feed-back. Feed-back
flow rate = 10% of air flow rate.

for two different air-fuel systems. In both cases, increased feed-back pressure is as-

sociated with increased system pressure. However, the case without any feed-back

always resulted in the highest system pressure. This indicates that the inclusion of a

feed-back matter stream reduces the system pressure from what it would otherwise

have been. This analysis is continued assuming that the introduction of feed-back

matter reduces the pressure of the system. All that is left is to determine the efficacy

in having such a lower-pressure system. To do this, a concentric-cycle analysis will

be used.

Concentric-Cycle Analysis of a Feed-Back System

As detailed in Ch. 4, the concentric cycle is a conceptual tool that separates the

thermal and diffusive effects of matter transfer. Instead of directly mixing in feed-

back matter with the main air stream, it is compressed in parallel with the air, while

maintaining perfect thermal contact. This is visualized as a series of differential

compressors and heat exchangers, as shown in Fig. 5.10b. This allows all of the

potential thermal benefits of the feed-back, but none of the inherent entropy gen-

eration due to mixing fluids of different composition. Because the concentric cycle

removes the entropy of mixing, it serves as an upper bound on the possible efficiency

of the openly mixed system. This upper bound will be compared to the simple cycle
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with no feed-back, as depicted in Fig. 5.10a. Demonstrating that the simple cycle

can achieve a higher efficiency than the concentric cycle indicates that no feed-back

system will surpass the simple cycle in efficiency. The turbine inlet temperature, air

flue gasair
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Ẇin
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(a) Simple-cycle without feed-back
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(b) Concentric representation of feed-back

Figure 5.10: Mapping a cycle to its concentric representation.

and fuel flow rates, and polytropic efficiencies are again fixed between the simple

cycle and the concentric cycle. The inlet pressure is arbitrary, but the same for the

two systems. The burner/main heat exchanger and the differential heat exchangers

are adiabatic, isobaric, and have no minimum temperature difference (other than

TH > TC) between the hot and cold streams. The independent variable is the ratio

of air mass flow rate in the outer cycle to feed-back mass flow rate. The dependent

variable that changes in response to the independent variable is the maximum system
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pressure.

As discussed above, the pressure in the concentric-cycle must be lower than that

in the simple-cycle. It is assumed that the enthalpy at the combustor outlet does not

change with small pressure changes (or the associated minor chemical composition

change). This requires the enthalpy of the combustor outlet to be fixed because

temperature is fixed.

Fluid states are referred to as numbered in Figs 5.10a and 5.10b. States 4 and D

have the same temperature, but State 4 has a lower pressure. By the same argument

made in Sec. 5.2.1, the integration of Gibbs between States 4 and D indicates that

State 4 has a higher entropy than State D.

The pressure of State E is arbitrary and is chosen to match the pressure of State

4. State 4 is at the turbine inlet temperature whereas State E is the result of the

partial expansion of the simple-cycle system at State D to the pressure of State 4,

using the defined polytropic efficiency of the turbo-machinery. This state must have

a temperature less than that of State 4.

TE < T4, PE = P4

Now State E and State 4 are both expanded through the same pressure ratio with

the same turbo-machinery to reach States F and 5, respectively. This results in

TF < T5, PF = P5

Then by integration of Gibbs equation between States 5 and E,

sF < s5

Because the simple cycle and concentric cycle have the same inlet entropy and no

transfers as heat to or from the environment, the more efficient system is the one

that minimizes the exhaust entropy. Therefore, the simple-cycle is more efficient.
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Any system with feed-back matter transfer can be mapped to a concentric-cycle

version of that system that is of higher efficiency than the original system with an

open transfer. And for any concentric cycle, there exists a simple cycle operating

at the same main-stream equivalence ratio and turbine inlet temperature that is of

higher efficiency than the concentric cycle. Therefore there is a simple cycle that is

more efficient than any possible feed-back system operating at a lower pressure than

the original system.

5.3.2 Numerical Analysis

Variations with Feed-Back Pressure

The concentric cycle analysis is confirmed by the results in Fig. 5.11. Feed-back

transfers reduce the efficiency of the gas-turbine system. The lower the pressure

of the feed-back transfer, the worse this effect is. Interestingly, the burner exergy

destruction is lower in the presence of feed-back moderator than in its absence. The

extreme states principle dictates that combustion entropy generation is minimized

when the energy of the reactants is maximized [14]. By adding moderator, the feed-

back system allows the burner to operate at a higher temperature, thereby reducing

entropy generation. This positive effect of moderation does not outweigh the negative

effects in the mixing chambers or the decreased ability to extract work in a lower-

pressure system.

Variations with Feed-Back Mass Flow Rate

Increasing the mass flow rate of the feed-back transfer exacerbates the unfavorable

exergetic distribution discussed above. As a larger percentage of the main flow rate

is fed back to the compressors, the compressor work and feed-back mixer get more

destructive. While it is possible that feed-back matter could be useful for controlling

emission of certain pollutants, it is not helpful in maximizing system efficiency. Thus

feed-back matter transfer on a simple-cycle gas turbine are dismissed as non-optimal.
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Figure 5.11: Exergy distribution for feed-back in common air-fuel systems. NA refers
to the system without any feed-back. These graphs correspond to the same systems
as in Fig. 5.9
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Figure 5.12: Effect of feed-back mass fraction on overall system pressure and exergy
distribution. Feed-back occurs at 10 bar in all cases.
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5.3.3 Thermodynamic Interpretation

The concentric cycle is a valuable conceptual tool in understanding matter transfer.

By separating the effects of diffusive and thermal equilibrium, it is seen that the

feed-back stream operates as a heat engine. The feed-back stream receives energy in

the combustor and exhausts heat to the compressing air. As a heat engine, the feed-

back loop naturally produces entropy. This entropy is transferred with the exhaust

heat to the compressing air stream. This is unlike a typical heat engine, which

would exhaust entropy to the environment. This inability to remove entropy from

the system is the critical failure of the feed-back system. A clear contrast to this

case is explored next in the external matter analysis.

5.4 External Matter Transfer

5.4.1 Conceptual Analysis

The final mode of matter transfer involves varying the types and quantities of fluids

entering the engine. All fluids enter the engine separately and exit as a single fluid in

the exhaust. For this reason, there is no independent control of an external matter

transfer out of the engine, and only variations to the inflow of matter are examined.

For a fixed flow rate of fuel, the flow rates of environmental flows into the engine

can be varied. So far only air has been used, but now the possibility of introducing

water at ambient temperature and pressure is introduced. The scope of this study

remains engines dominated by air and fuel, so the flow rate of water is required to

remain significantly smaller than the flow rate of air.

Many different wet cycles have been proposed to increase the efficiency and power

of a gas turbine engine. In Ch. 2 examples were given of systems that vary in

the amount of water used, the location of the water mixing, and the use of heat

exchangers. Here the fundamental engine services provided by water are explored

using only a simple-cycle gas turbine. These will be synthesized and incorporated
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into the optimal matter-, heat-, and work-regenerative engine in Ch. 6.

As discussed in Ch. 4, only passive matter transfers without chemical separations

are in the current purview. Once mixed, the water cannot be separated into a purified

stream. This eliminates the possibility of either a water feed-back or feed-forward

transfer. (A further degree of freedom associated with more active matter transfers

would allow for these possibilities.) While the water could be transferred in these

two manners as part of a mixed air or product stream, the previous two sections

indicated this was unwise. Thus, the water flows in parallel with the mainstream air

system until a point at which it is deemed time to mix the two streams. If no mixing

location is chosen, it occurs automatically in the exhaust, as shown in Fig. 5.13.

fuel

Ẇout ẆoutẆin Ẇin

flue gasair water

Figure 5.13: Parallel flow of air and water through a gas-turbine engine.

The Utility of Introducing Water

The water is pumped alongside the compressed air. If the water remains unmixed,

then it does not enter the combustor where it could serve as moderator. Instead, it

flows straight into a turbine and undergoes the same expansion ratio as the product

gas. This flow plan for the water is not useful. With isentropic turbo-machinery, this

process simply returns water to the environment at the same conditions it entered.5

With non-ideal turbo-machinery, this process requires net work input and does noth-

ing to alter the main air-fuel cycle, thus reducing the efficiency of the overall system.

5A gas turbine would be inappropriate here, but it would be possible to use a reaction turbine,
or other device more suitable to liquid water power generation.
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For these reasons this flow plan is not used in practice.

If water is going to be helpful in the engine, it will have to mix with the main

air stream before or during combustion. The water will absorb thermal energy from

the combustion process, allowing the water to behave as if it were an open heat

engine. Now the water contributes to the net work output of the total cycle and

lowers the overall back-work-ratio. Additionally, in order to maintain a set turbine

inlet temperature, the air in the wet cycle would have to enter the combustor at a

higher enthalpy than in a system without water. This increased reactant enthalpy

will reduce the entropy generation of combustion. Additionally, it will require an

increase in the air pressure. In net, this results in a water-based heat engine embed-

ded within a higher-pressure, more extreme-state combustion engine. This appears

advantageous for efficiency and warrants further study.

It is important to note that this use of an embedded heat engine is crucially

different from that seen in Section 5.3. In the case of feed-back matter, the heat

engine rejected its entropy to the main air stream. Here, the water rejects its entropy

to the environment.

Optimal Water Mixing Location

air water

1

3

4

2

Ẇin

(a) Case I: Mixing before compression.

air water

A

B

E

C

D

Ẇin Ẇin

(b) Case II: Compression before mixing.

Figure 5.14: Comparison of mixing location.



102 CHAPTER 5. SIMPLE-CYCLE MATTER

The optimal location of water mixing needs to be determined. It could occur

before, during, or after compression. The consequences of water and air mixing

will be diffusive and thermal. Here the irreversibility associated with mixing water

and air before compression or after separate pressurization is compared. These two

possibilities are illustrated in Fig. 5.14.

States 4 and E are at the same composition and pressure. Again by integrating

Gibbs equation between these two states it is seen that the lower entropy corresponds

to the lower enthalpy and temperature. The two systems have the same inlet matter

streams, so the only difference in final temperature comes from the differences in

compression/pumping work. Writing out the expressions for work for each system

will allow for a determination of which has the greater final temperature. Specific

volumes have subscripts to reference their fluid: a for air, w for water, and aw for

wet air.

The work for the mixed system (Case I) is written

ṁ3w3,4 = ṁ3

∫ P4

P3

vaw
ηC

dP (5.7)

Similarly, for the separate pressurization system (Case II), the total work can be

written as

ṁAwA,B + ṁCwC,D = ṁA

∫ PB

PA

vadP

ηC
+ ṁC

∫ PD

PC

vwdP

ηP

and because PA = PC and PB = PD,

ṁAwA,B + ṁCwC,D =

∫ PB

PA

[
ṁAva
ηC

+
ṁCvw
ηP

]
dP (5.8)

Subtracting Eq. 5.7 from Eq. 5.8 gives

ṁAwA,B + ṁCwC,D − ṁ3w3,4 =

∫ PB

PA

[
ṁAva − (ṁA + ṁC)vaw

ηC

+
ṁCvw
ηP

]
dP (5.9)
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If the pump and compressor have the same polytropic efficiency, then the sign of

Eq. 5.9 is determined by whether vaw is larger or smaller than the mass average of va

and vw. This relationship isn’t immediately obvious. Whereas the parallel systems

have the benefit of pumping a liquid as opposed to gaseous water, the mixed system

has the cooling effect of vaporization and therefore compressing an overall colder,

denser fluid.

Figure 5.15 shows the value of the integrand in Eq. 5.9 for various ratios of the

polytropic efficiency of the compressor to the pump. In all cases, the integrand is

positive, indicating that it takes more work to pressurize the fluids separately than

to mix and then compress. The decrease in the specific volume of air through the

evaporation of the water is greater than the increase in the specific volume of the

water through vaporization. Thus, when possible, it is more efficient to mix the

fluids and then compress.
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Figure 5.15: Evaluation of the integrand in Eq. 5.9 for varying ratios of compressor-
to-pump polytropic efficiency.

On a broad level, mixing before compressing is in keeping with the strategy to

prepare extreme state reactants. Because it is advantageous to have combustion reac-

tants as hot as possible, the cooling is only valuable when it improves the compression

process and therefore allows the system to go to even higher pressures. Cooling after
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compression is of no value. Additionally, the quantity of available cooling is highest

at low pressures and temperatures when the enthalpy of vaporization is greatest.

5.4.2 Numerical Analysis

flue gasair water

Ẇnet

fuel

(a) Water injection into the compressor.

flue gasairwater

fuel

ẆoutẆin

(b) Water injection into the combustor.

Figure 5.16: Schematics for possible water injection strategies

Figure 5.16a shows a schematic of a simple-cycle gas turbine with liquid water

injection into the compressor with the air. Compare this to the system in Fig. 5.16b

in which water is injected directly into the combustor. Figure 5.17 shows the exergy

distribution for both systems operating with the same mass flow rates and turbine

inlet temperature. Even when only injecting a mass of water equivalent to one

thousandth of the mass of the air, the difference in water injection placement has

over a 1% difference in exergy efficiency in the two cycles. This difference is primarily
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seen in the decreased exhaust and mixing irreversibilities associated with compression

injection, as discussed in Sec. 5.4.1.
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Figure 5.17: Comparison of irreversibilities with change in location of water injection

For the compression-injection schematic, a parametric study sweeping out dif-

ferent mass-flow ratios of air-to-water and air-to-fuel is shown in Fig. 5.18. The

efficiency of the system increases as the excess air coefficient is increased by allowing

the system to go to higher pressure ratios for the same fixed turbine inlet tempera-

ture. However, efficiency increases faster with respect to pressure as water is added

to the system. The red line in the diagram indicates the systems operating at a 200:1

pressure ratio. Restricting the system to operate below this pressure ratio results in

a maximum lower heating value efficiency just above 60%, at a minimum pressure

ratio of 120:1.
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Figure 5.18: LHV efficiency contours for various air-water-fuel ratios. Contours are
cut off beyond the 200:1 pressure ratio line. Turbine inlet temperature 1800K.

5.4.3 Thermodynamic Interpretation

The water acts as an open heat engine embedded into the gas-turbine system. Be-

cause of its phase change, it improves the overall system back-work ratio. Addition-

ally, by providing moderator in the combustor, the water forces the engine to operate

at an overall higher pressure ratio for the same turbine inlet temperature. This leads

to an increased ability to extract work from the hot products and a lower exergy of

the exhaust.

5.5 Conclusions

Neither feed-back nor feed-forward matter transfers are helpful in optimizing the

energy efficiency of a simple-cycle gas-turbine engine. Water injection during com-

pression is helpful, however. This strategy has the possibility of achieving a lower
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heating value efficiency of 60%. This very simple system matches the efficiency of

the best existing combined-cycle gas turbine engine [82]. In the following chapter,

the optimal matter strategies developed here are integrated in with the previously

determined optimal heat-and-work regenerative strategies. This will yield the best

possible efficiency of a single-cycle combustion-based gas-turbine engine.
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Chapter 6

Optimal Matter Transfer in a

Steady-Flow, Combustion Engine

In this chapter, the previously developed principles of optimal matter transfer are ap-

plied to Ramakrishnan’s optimally efficient work-and-heat regenerative architecture

for steady-flow combustion engines [3]. Ramakrishnan’s architecture was derived

using a series of differential stages, as indicated in the Fig. 6.1b. For practicality,

these differential series are displayed in the schematic in Fig. 6.1 instead using one

stage each of finite-sized devices.1 Numerical examples are calculated using the full

differential architecture.

Initially, air is compressed with intercooling to reject entropy without rejecting

significant exergy. A series of adiabatic compressors and heat exchangers are then

used to increase the enthalpy and pressure of the air. These heat exchangers are

sized to be capacity-matched with the expanding products, thereby minimizing heat

transfer irreversibility. Because heat exchangers have an upper temperature limit

that is lower than the desired combustor inlet temperature, the air is further com-

pressed after heat exchange to maximize the extreme state of the reactants entering

1Although not essential to what follows, Ramakrishnan found that the single-stage, finite version
of the architecture achieves the vast majority of the efficiency benefit of the fully differential,
idealized version [3].

109
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(a) Schematic

Process Abbreviation
Intercooled Compression (CI)k
Adiabatic Compression C
Recuperative Heating (Xin)m
Post-Heating Compression C
Adiabatic Combustion B
Isothermal Combustion (TB)n
Capacity-matched Heat Exchange (TXout)m
Final Expansion T

(b) Architecture processes

Figure 6.1: Optimal work-and-heat regenerative cycle. One stage of each process is
shown in the schematic. [137].

the combustor2. The first part of the combustion is performed adiabatically until the

maximum turbine temperature is reached. At this point, the maximum temperature

is maintained through a series of burners and turbines. After all reaction is complete,

the products are further expanded while donating thermal energy to the reactants

as permitted by temperature and capacity matching.

In this chapter, degrees of freedom associated with matter transfer are intro-

duced into this architecture. This will require re-optimizing both the architecture

(device sequence) and the associated length parameters, (e.g., pressure ratio). Using

the principles outlined in Ch. 5, decisions related to overall architecture are first

discussed. This is followed by a parametric optimization analysis, which is used to

illustrate the potential efficiency gains achievable by the optimal architecture.

2GE cools the entrance of their H-class gas-turbines down to 1430�, implying that uncooled
turbines (and by extension, compressors) could operate at temperatures up to approximately 1400�
[136].
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6.1 Architecture Optimization

Ramakrishnan optimized the flow paths of the main air and fuel streams to mini-

mize entropy generation due to chemical reaction [138]. The architectural segment

associated with combustion is thus already known. However, there are still archi-

tecture decisions to be made regarding each of the three matter-transfer modes: 1)

feed-forward, 2) feed-back, and 3) external.

6.1.1 Feed-Forward Matter Transfer

In Ch. 5 it was shown that the addition of feed-forward matter transfer in the simple-

cycle architecture resulted in increased entropy generation upon mixing. In a fully

optimized heat-and-work regenerative architecture, there are more possible locations

for a feed-forward transfer. These locations can again be categorized as either within

the product stream or transferring from the reactant to the product stream.

Feed-Forward within the Product Stream

Within the product stream, a feed-forward transfer could bypass a turbine stage, a

heat exchange stage, or a combination of the two. As mentioned above, the com-

bustion process has already been optimized and will not be altered here.3 The proof

in Sec. 5.2.1 showed that there is no value in using feed-forward to bypass a turbine

stage. Feed-forward could still be used to bypass a heat exchanger stage, as shown

in Fig. 6.2a. A throttle is shown for the realistic case where there is a pressure drop

due to fluid friction in the heat exchanger. However, the results are equivalent in

the limit in which the heat exchanger is isobaric and the throttle disappears. The

product side of the heat exchanger has a higher extensive thermal capacity than the

reactant side since it has a greater mass flow rate (air and fuel) and is relatively

enriched in triatomic products, as opposed to diatomic air. Thus, by reducing the

3Interestingly, the combustion process already involves feed-forward matter transfers of fuel
relative to the air in order to create a near-isothermal process.
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Figure 6.2: Insertion of an HX feed-forward transfer.

mass flow rate on the product side, the feed-forward process could potentially achieve

better thermal capacity matching between the hot and cold streams. But in doing so,

it would incur an irreversibility associated with mixing the thermally mis-matched

streams, labeled 2 and 4 in Fig. 6.2a.

The outlet state of the heat exchanger is equivalent to its attractor state. While

there is heat transfer out of the product stream, there is no heat transfer out of the

engine, so the method of minimizing the attractor entropy to minimize the overall

engine irreversibility applies.4 To determine if the feed-forward transfer is worth-

while, the product outlet entropy of the system in Fig. 6.2a is compared to that in

Fig. 6.2b with the same inputs.

Integration of Gibbs equation between States 3 and B, which have the same

pressure and composition, indicates that whichever state has the higher enthalpy

also has the higher entropy. To fix the hot-side inlet state between Figs. 6.2a and

6.2b (States A and 1), the extensive heat transfer rate Q̇ has to be fixed. With a

fixed overall energy transfer out of the product stream, the output enthalpies are the

4If external heat transfer was introduced with intercoolers, the transfer would be entirely com-
pleted before the entrance to the cold-side heat exchanger. Thus, it would not differ between the
two systems (with and without feed-forward transfer around a heat exchanger) and would not affect
the result presented here.
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same for both schematics. The overall hot-side pressure drop is assumed to be the

same between the two cases. Thus, hB = h3, PB = P3, and therefore, sB = s3. No

change occurred to the overall system efficiency.

With no benefit of bypassing a turbine or a hot-side heat exchanger, feed-forward

transfer within the product stream is dismissed.

Feed-Forward from the Reactant Stream to the Product Stream

In Ch. 5 the possibility of feed-forward air transfer around stages of compression,

burning, and expansion was examined. This was shown to increase mixing and

exhaust irreversibility while detracting from the potential to produce work. The

same situation occurs in the more complex optimal heat-and-work regenerative cycle.

For fixed mass flow rates and turbine inlet temperature, the system with feed-

forward transfers will have less excess air in the burner than a system without feed-

forward. This requires increased intercooling (and the associated irreversibility) or a

decrease in the overall pressure ratio for the feed-forward system. With a decreased

peak pressure, the final stage of combustion will also occur at a lower pressure. This

combustor outlet state has a higher entropy than it would have if it were at a higher

pressure for the same turbine inlet temperature. Thus, the feed-forward system either

has more intercooling irreversibility or more exhaust matter exergy destruction, if

not both.

Fundamentally, the increased mixing and exhaust irreversibilities associated with

the feed-forward process are the same in both the simple-cycle and the work-, heat-,

and matter-regenerative cycle. Feed-forward matter is therefore shown to be non-

optimal for exergy efficiency.
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6.1.2 Feed-Back Matter Transfer

Section 5.3 indicated that feed-back matter transfer increases the entropy in the main

system and decreases the efficiency of the simple-cycle architecture. As with feed-

forward, there are more potential locations for a feed-back transfer in the work-and-

heat regenerative cycle. These locations are again categorized by the participating

fluids.

Feed-Back within the Reactant Stream

In Ch. 5 it was determined that air feed-back around a compression stage deteriorates

system performance. In the larger optimal cycle, the reactant stream also undergoes

intercooling and recuperative heat exchange. However, a feed-back directly around

either of these devices would require re-compression due to the inevitable (if small)

pressure loss in the heat exchangers. (This analysis is restricted to passive matter

transfers, so such a feed-back loop is technically out of the current scope.) But even

if that were not so, and the compression work was allowed, the transfer would still

not be advisable. Feed-back around a heat exchanger would increase the cold-side

entrance temperature, which would reduce the overall quantity of thermal recupera-

tion. In the process, it would increase entropy generation due to mixing at different

temperatures. Feed-back around an intercooler would similarly increase the entropy

generation of mixing and add to the mass flow rate that needs to be irreversibly

cooled. Therefore, the optimal cycle does not include feed-back within the reactant

stream.

Feed-Back from the Product Stream to the Reactant Stream

Feed-back matter from the product to reactant stream will increase the intensive

enthalpy of the reactant stream once mixed. Depending on where this occurs, one of

three consequences could result:

I. Increased intercooling load.



6.1. ARCHITECTURE OPTIMIZATION 115

If the feed-back stream mixes in before the intercooling ends, then the addi-

tional thermal energy could simply be removed from the system. This adds to

the intercooling irreversibility. If the feed-back happens at a higher pressure

point, or the intercooling is kept constant, one of the remaining enumerated

possibilities occurs.

II. Decreased thermal recuperation.

Without increased intercooling, if the same pressure ratios are kept constant,

the mixed feed-back and air stream will be hotter entering the cold-side of

the heat exchanger. This reduces the total amount of thermal recuperation

possible and increases the exhaust exergy of the products. This situation could

be avoided if instead of fixing the pressure ratios, the heat exchanger inlet

temperature were fixed and the corresponding pressure ratio reduced.

III. Decreased pressure ratio.

If either the feed-back matter stream mixes in with the reactants at a higher

pressure than the recuperative heat exchange, or the temperature range in the

heat exchanger is kept constant, the pressure at the end of combustion will

decrease. Because the reactant stream is hotter with the feed-back fluid, it

cannot accept as much energy before reaching the turbine inlet temperature.

Therefore, for fixed exothermicity of the combustion reaction, less work can be

added in compression (or more of the combustion has to be done after some ex-

pansion). The result is that combustion ends at the turbine inlet temperature,

but at a lower pressure than it would have otherwise. This is the same situa-

tion as occurred for the simple-cycle architecture. The final combustor outlet

state is at a higher entropy than it would have been at a higher pressure. This

results in a higher exhaust entropy and therefore system irreversibility.

In the simple-cycle system, feed-back matter from products to reactants resulted in

increased compressor and mixer irreversibilities, which were not sufficiently coun-

teracted by a slight decrease in combustion irreversibility (due to a more extreme
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reactant state). In the work-and-heat regenerative cycle, the compressor and mixer

irreversibilities remain a problem. Meanwhile, the benefit to the combustor is largely

unrealized. The mixed adiabatic-isothermal combustion strategy allows for the re-

action to take place at a high enthalpy regardless of the pressure. The moderator

effect of the feed-back matter is less significant as a result.

Despite more candidate locations, feed-back matter is again seen to be disadvan-

tageous for optimizing efficiency in the heat-and-work regenerative cycle.

6.1.3 External Matter Transfers

Optimal Location of Water Transfer

In Ch. 5 it was determined that the process of mixing air and water produces the

least entropy when done at the system inlet. This gives the best ability to receive

the thermal moderation benefit throughout the compression process and minimizes

the temperature difference in the initial mixing. However, the quantity of water that

can evaporate into the air is limited at ambient (low) temperature. This limitation

remains in effect during the intercooling process, which results in cool temperatures

at high pressures. Thus, the water mixing will have to occur after the intercooled

compression process. As saturation conditions allow, the water should be introduced

as soon as possible.

Figure 6.3 shows the schematic associated with this water injection strategy. Air

is compressed with intercooling between States 1 and 3 after which water at equal

pressure can be mixed in. If the water cannot all be mixed into the air at State 3,

then a small amount of compression is done to further heat the air before mixing in

more water. This is repeated as many times as necessary. At a specified pressure

(here State 5), recuperative heat transfer occurs from the products to the reactants.

Hypothetically water could continue to be mixed in after this point, as indicated by

the mixing of streams 16 and 6. After all thermal recuperation is complete, the wet

air enters the final adiabatic compressor at State 7.
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Figure 6.3: Full architecture with water injection after intercooling. As discussed in
Sec. 6.1.3, the hot-side heat exchange is done in a single stage.



118 CHAPTER 6. WORK-, HEAT-, AND MATTER- REGENERATION

Optimal Location of Heat Exchangers

It is possible that the alteration of external matter transfer will require moving the

hot-side heat exchangers to reduce irreversibility. Heat transfer irreversibility origi-

nates from temperature differences between the hot and cold streams. Choosing the

location of the hot-and-cold sides of the heat exchanger to minimize temperature

differences reduces entropy generation. Ramakrishnan showed that this is accom-

plished in the work-and-heat regenerative architecture by matching the extensive

heat capacities of the two streams. With the dominant heat capacity on the hot

side, counter-flow heat exchangers are best-matched in temperature at the hot-end

of the heat exchanger. In order to maintain this temperature matching, the hot-side

heat exchange should not happen in one stage, but rather in small stages alternating

with stages of expansion to reduce the product enthalpy and keep the temperature

well matched with the cold-side reactants.5

The mismatch in heat capacities of the products and reactants, while present, is

a small effect. Ramakrishnan showed that using 20 optimized stages of hot-side heat

exchange and expansion gained less than a 0.5% system efficiency over a system that

delayed all heat exchange until a single stage located after expansion [3]. When water

is added to the reactant stream, the heat capacities of the products and reactants

are better matched, and the need to expand between heat exchangers becomes less

significant. Thus in practice, the architecture would most likely be simplified to have

all of the heat recuperation occur after expansion. (This single-stage of recuperation

is shown in Fig. 6.3 between states 11 and 12.

Figure. 6.4 compares the heat recuperation process in the optimal work-and-heat

regenerative architecture with and without water injection. While air typically has

some water in it, to emphasize the small effect, a completely dry (0% water) case is

compared to a case with a water mass flow rate equal to 1% of that of air. The 1%

water case results in slightly better capacity matching in the heat exchanger. This

5If a system could be conceived where the reactants had the higher heat capacity, the cold-
side heat exchangers would each be small, and alternated with compressors, and the hot-side heat
exchange could be done in a single step.
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is more easily visible in Fig. 6.4b, which shows the temperature difference across

the heat exchanger at every streamwise position. Additionally, when many stages of

intercooling are used during compression, the wet system enters the cold side of the

heat exchanger colder, and therefore increases the overall amount of heat exchange

possible.
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Figure 6.4: Heat exchanger performance for systems with and without water injec-
tion. Intercooling to 20 bar. Dry system has air at 0% relative humidity. Wet system
has water mass flow rate as 1% air mass flow rate. Turbine inlet temperature fixed
at 1800 K.

6.2 Parameter Optimization

There are five parameters that need to be optimized for the current architecture.

Three are the reactant-stream pressures associated with the end of intercooling, the

beginning of recuperative heat exchange, and the combustor inlet. The other two are

the mass flow ratios of air-to-fuel (or equivalence ratio) and air-to-water. Only the

combustor inlet pressure can be reasonably determined without jointly optimizing

for all five.
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Combustion Inlet Pressure

The recuperative heat exchanger has a maximum temperature lower than that of

the combustor, here 1100 K. Thus the remaining pressure ratio of compression and

the fluid composition dictate the combustor inlet temperature. Because the fluid is

well-modeled as an ideal gas, it is actually the temperature, not the pressure that

dictates the extreme state of the fluid.

For all air-water compositions examined, combustion irreversibility was mini-

mized when the burner inlet temperature was between 1200 and 1300 K. The differ-

ence between having combustion begin at 1200 vs 1300 K resulted in less than a 0.1

percentage-point change in system efficiency in all cases. Thus, for ease of modeling,

the combustor inlet temperature was fixed at 1200 K for all cases.

Joint-parameter Optimization

Removing the combustion inlet pressure/temperature, there are four remaining inde-

pendent parameters that affect the system efficiency in combination. The optimiza-

tion can be conceptualized as occurring over a surface in a five-dimensional space

composed of the four independent parameters and the dependent efficiency metric.

Due to the complexity of the system, the surface is not smooth and it has many

local efficiency maxima. Examining the effect of an individual parameter is equiva-

lent to taking a transect across the surface along one of the five-axes that does not

necessarily correlate with efficiency contours. As such, there is minimal information

to be gained in optimizing the four parameters individually or sequentially. Instead,

the entire surface must be scanned to find the globally optimal efficiency point. The

roughness of the surface proved a significant difficulty in using built-in numerical

optimizers in Matlab. Ultimately the surface was scanned by calculating the plant

efficiency within four nested loops varying each of the parameters.
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Figure 6.5: Efficiency-work curves of architectures with optimized parameters over a
range of equivalence ratios and water quantities.Water percentages defined as mass
of water with respect to mass of air. Turbine inlet temperature is 1650 K in all
cases.6

6.3 Results

Figure 6.5 shows the final optimized curves of efficiency vs. air-specific work for

the work-, heat-, and matter-regenerative system.6 Each point on a curve is for a

different air-fuel equivalence ratio, ranging in steps of 0.1 from 0.2 at the far left to

0.7 at the right. Table 6.1 lists the pressures that were key independent parameters

for all of the points in Fig. 6.5. Ultimately, the addition of a small amount of water

makes almost no difference to the peak system efficiency compared to the optimal

work-and-heat architecture. (All of the optimal work-and-heat architectures, with

and without water, are more efficient and have higher air-specific work than existing

gas-turbine systems.) When 10% of the air flow rate is added as water, the efficiency

6For purposes of comparison, the numerical results in this section will use the same turbine inlet
temperature as Ramakrishnan rather than the 1800 K value used elsewhere.
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Process Equivalence Ratio
Ending 0.2 0.3 0.4 0.5 0.6 0.7

0% Water
Intercooling 5 9 17 33 60 113
Heat Exchange 6 12 31 47 104 227
Final Compression 9.2 18.4 47.5 72.1 160.0 348.1

5% Water
Intercooling 1 2 5 7 15 26
Heat Exchange 6 10 31 47 121 24
Final Compression 9.2 15.3 47.5 72.1 185.6 380.3

10% Water
Intercooling 1 1 2 3 5 9
Heat Exchange 21 25 45 70 138 285
Final Compression 33.7 38.3 69.0 107.4 211.6 437.1

Table 6.1: Pressure (in bar) at end of listed processes for various equivalence ratios
and air-water ratios. All points correspond to those in Fig. 6.5.
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Figure 6.6: Exergy distribution across different amounts of water injection. φ =
0.5, T IT = 1650

of the system actually decreases below the original optimized dry case. This is

particularly noticeable at low equivalence ratios when there is excessive moderator

in the system.

Figure 6.6 depicts some of the trade-offs that occur when water is added to the

system. The internal irreversibilities shown in Fig. 6.6a decrease with added water

flow rate, as the water results in improved extensive heat capacity matching in the

heat exchanger. However this alternatively could have been accomplished with staged

heat exchangers and turbines, as shown by Ramakrishnan [3]. Additionally, water

reduces combustion irreversibility. These positive effects of increased water outweigh

the associated entropy production of the water-air mixing, labeled Wet Spray. In the

dry case, combustion losses account for 22.2% of the fuel exergy, compared to 21.5%

and 21.2% for the 5% and 10% water cases, respectively. Since the inlet combustor

temperature is fixed, this is largely a result of the changed chemical composition.

The entropy generation in an adiabatic and isobaric combustor is

Ṡgen =
ṁfuel

M̂fuel

∫ ξ=1

ξ=0

1

T

n∑
i=1

µi
νi
νfuel

(6.1)
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where i is the chemical species, the νi are the stoichiometric coefficients of the global

reaction from reactants to products, M̂fuel is the fuel molar mass, and ξ is the extent

of reaction. While the temperature profile will vary between water quantity cases, it

is always 1200 K at the inlet of the combustor and quickly increases to a maximum

of 1650 K.7 Water is one of the main combustion products. By adding water to the

reactants, the difference in chemical potentials between the reactants and products

decreases, resulting in an overall decrease in entropy generation. These reductions

in irreversibility are partially countered by an increase in the destruction associated

with the compression and humidification processes.

The addition of water first decreases and then increases the external exergy de-

struction. The decrease comes from a reduction in intercooling. The increase comes

from a hotter and more massive exhaust stream that is at a composition further from

the dead state than the products of dry combustion.

The optimal amount of water results from when the sum of the internal and ex-

ternal destructions is at a minimum. This occurs at approximately 5% water with

an exergy efficiency of 67.5% (69.8% LHV efficiency). This trade-off between inter-

nal and external irreversibilities is characteristic of optimizing an external transfer.

Ramakrishnan first discussed this trade-off with the optimization for external heat

transfer in the form of intercooling [3]. Whereas an internal transfer between de-

vices can improve both the internal and external destructions, this is not true for an

external transfer.8

The addition of water may not have changed the efficiency significantly from the

dry case, but it does affect the operating parameters. These are discussed briefly

below.

7The combustors staged with turbines are also each approximated as adiabatic and isobaric and
Eq. 6.1 still applies.

8The differences between optimizing for internal versus external transfers are discussed in detail
by Ramakrishnan [3].
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Intercooling Pressure

Water injection and intercooling both reduce the temperature of the compressed

fluid. The temperature drop leads to a decrease in specific volume and an associated

decrease in compression work. Because water injection and intercooling compete

to deliver this benefit, an increased water injection rate results in a decrease in

intercooling. Whereas the dry system with an equivalence ratio of 0.6 was intercooled

in many stages to keep the temperature within 20 K of ambient up to a pressure of

60 bar, the wet systems were only cooled to 15 and 5 bar for the 5% and 10% water

cases, respectively.

Cold-Side Heat Exchange Pressure

The cold-side heat exchanger pressure is optimized for an indirect goal. Because the

intercooling can be separately adjusted, any temperature can be achieved at the inlet

of the heat exchanger regardless of its pressure. However, the higher the pressure

of the heat exchanger, the higher the pressure of the combustion system. As such,

the heat exchanger pressure is actually determined to avoid expansion after entrance

to the single-stage heat exchanger on the product stream. The product stream is

expanded such that the ambient pressure is reached at the hot-side heat exchanger

inlet temperature of 1100 K. This allows for maximal recuperative heat exchange.

Combustor Inlet Pressure

As discussed above, the combustor inlet pressure is chosen to take the system from

the 1100 K heat exchanger limit to the 1200 K combustor inlet. The compression to

accomplish this temperature change naturally increases with increased water content

and extensive heat capacity. At 0.6 fuel-air equivalence ratio, the peak pressure for

the optimized 0%, 5%, and 10% water cases was 160 bar, 186 bar, and 212 bar,

respectively.
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Relative Fluid Flow Rates

Air and water both serve as thermal moderator so a significant influx of water should

reduce the quantity of air. However, there was not an efficiency incentive to use

significant amounts of water. Additionally, the efficiency curves in Fig. 6.5 are quite

flat between 0.6 and 0.75 equivalence ratio. While the optimal fuel-air equivalence

ratio drifted upward as more water was added, the difference was not particularly

large (e.g. from 0.7 to 0.74 moving from 0% to 10% water).

6.4 Ramifications for Optimal Water Use

6.4.1 Water for Thermal Energy Transfer

Ultimately, the addition of external water makes a negligible difference in the opti-

mal system efficiency. This is at first surprising, given the great success of water to

improve efficiency and power in the simple cycle in Ch. 5 as well as in the litera-

ture in STIG and HAT configurations. However, none of those cycles were already

optimized for regenerative heat transfer. The optimal heat-and-work regenerative

engine without water already surpasses the peak power and efficiency of all of the

wet cycles reported by Horlock [4].9 With optimal heat transfer strategies, there is

essentially nothing to be gained through water. Water is only being used here for

its thermal properties. It is not considered to be significantly reactive, nor is there

value in the diffusive mixing with air. Using water in lieu of heat transfer at various

points changes the operating parameters, such as the peak pressure ratio, but not

the system efficiency.

Because the benefits of water are only thermal, there is no inherent reason that

the fluids need to be mixed. Using concentric cycle analysis, the best cycle would

be the same as above but with water moving in parallel to the air/product streams

always in perfect thermal equilibrium. This would avoid entropy generation with

9The best reported wet cycles reaches an efficiency of approximately 55% at an air-specific work
of 780 MJ/kg-air.
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diffusion. Now the water is used in an open heat engine. As a heat engine with fixed

ambient temperature, it is most efficient when the hot side is as hot as possible.

Routing the water such that it has a section of thermal contact with the burner then

allows for the greatest possible temperature difference in the heat engine. However,

in reality, keeping the fluids in parallel would require using closed heat exchangers

that constrain temperatures to be lower than in the burner (here 1100 K). So the

penalty for transitioning from the mixed to concentric cycles is the loss of the ability

to exchange directly with the burner.

This could potentially change if the reactive, diffusive, or mechanical properties of

water were considered. Allowing chemical separations or the addition of new devices

that utilize the chemical attributes of water could change this result. Additionally,

any system that allows for circulation of pure water (either through a separate steam

cycle or through the separation from a mixed stream) allows for the potential to

take advantage of the mechanical exergy associated with expanding to a condenser

at ambient temperature and therefore below ambient pressure. However as discussed

below, the potential gains in efficiency from utilizing those mechanical and diffusive

degrees of freedom for water appear to be small.

6.4.2 Water for Thermal and Mechanical Energy Transfer

Once the water is separated from the air, it no longer needs to be used in an open

cycle. By closing its cycle, the water can be expanded below dead state pressure to

the point of condensation at ambient temperature. However, by containing it in a

separate cycle, it loses the ability to receive thermal energy at the burner temperature

and is instead restricted to the closed heat exchanger temperature of 1100 K. This

closed water cycle–concentric with the air-fuel cycle–is shown in Fig. 6.7.

The closed concentric system achieves slightly higher efficiencies than the injected

water system, although these values are likely within the uncertainty of the model.

(For mass flow rates of water equal to 5%, 10%, 50%, and 100% that of the air, the

exergy efficiency was 67.4%, 67.6%, 68.0%, and 67.8%, respectively.) Such a small
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Figure 6.7: Closed water system.
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Figure 6.8: Exergy distribution for the closed concentric cycle.

increase in efficiency will not likely justify building the complex concentric version

of the system.

Figure 6.8 shows the internal and external destruction for the concentric closed

cycle with 5%, 10%, 50%, and 100% of the mass flow rate of air as water. While the

water is no longer an external energy transfer, it requires a condenser, which has an

external transfer of heat. As such, there is again a trade-off between internal and

external destruction.

Increased water mass flow rate decreases the external exergy destruction in three

ways. First, the amount of intercooling decreases because the water cools the air

during compression. The peak pressure of intercooling decreases from 81 bar for

the 5% water case to 4 bar in the 100% water case. Second, the temperature of

the flue gas decreases from 456K for the 5% water case to 405K for the 100% water

case. Finally, the cases with more water also have a higher fuel-air equivalence ratio.

This means that there is less mass in the flue gas, which also reduces the external

destruction. The condenser exergy destruction increases with water mass flow rate.

However, the efficiency of the system peaks before this destruction overtakes the

other improvements to reduce external exergy destruction.

Meanwhile, increased water first decreases and then increases the internal ex-

ergy destruction. This is a combination of several small changes to the compression,
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combustion, expansion, and heat exchange irreversibilities. Increased water slightly

decreases the combustion irreversibility (due to a change in equivalence ratio and

extensive mass in the combustor) and compressor irreversibility. The turbine and

heat exchange irreversibilities first decrease with water mass, but the water adds

extensively to the destruction in these devices and eventually this extensive effect

trumps any positive intensive effect. The advantage of the low pressure steam ex-

pansion does increase the optimal quantity of water to a value closer to 50% that of

the mass flow rate of air.

6.5 Conclusions

Energy in gas-turbine engines can be transferred by heat, work, or matter. While

matter could in theory involve mechanical, thermal, diffusive, and chemical equili-

brations, ultimately only the the thermal and diffusive equilibrations were used here.

Because the diffusive equilibrations resulted in entropy generation, air’s and water’s

only positive contribution was thermal. As a result, the optimization for matter re-

sulted in negligible improvement over the system previously optimized for work and

heat.

Closing off a concentric water system enabled the production of work from ex-

pansion below the ambient pressure to the condenser temperature. This use of a

mechanical equilibration resulted in a very slight improvement in efficiency. The

fact that closing the water system and removing the potential to exchange thermal

energy in the burner improved (or at least didn’t deteriorate) the engine efficiency

indicates that combined cycles may have an inherent benefit over wet cycles. This

can be attributed to the ability to use the mechanical component of water’s exergy.

The inclusion of a concentration cell would allow for extracting work during diffu-

sion. However, the potential efficiency gain by incorporating this device is inherently

small. As discussed in Ch. 4 (and shown in Fig. 4.6), the diffusive component of

chemical exergy is dwarfed by the reactive component.
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To realize a significant efficiency gain with matter, more work has to be extracted

from the reactive chemical exergy. This could be done with a new device, such as

a fuel cell. (This will be explored in the next chapter.) Additionally, more active

matter transfers with devices that allow for chemical or phase separations could add

to the opportunity to extract energy from chemical differences. Without such a

change in devices or active matter transfer, the optimal work-, heat-, and matter-

regenerative architecture presented here provides the best possible energy efficiency

for a steady-flow combustion engine.
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Chapter 7

Solid-oxide Fuel Cell, Gas Turbine

Engines

So far the thermodynamic methodology has only been applied to steady-flow combus-

tion engines. In this chapter, an alternative to the unrestrained combustion reaction

is introduced with a solid-oxide fuel cell. Unlike in a combustor, in a fuel cell the

reaction progress is directly coupled to electricity production. This restrained mech-

anism has different irreversibility characteristics than the unrestrained combustion

and is explored in depth here.

This optimization will start back with the minimum CBT architecture and add

in the solid-oxide fuel cell (SOFC). After the new sequence is optimized, internal and

external heat transfer will also be added as new degrees of freedom. In order to do

this, it is necessary to have a computer model of a solid-oxide fuel cell, gas-turbine

engine that captures the operation and performance of representative systems. A

proposed Mitsubishi Heavy Industries (MHI) system is used as the model system

for this purpose. This chapter will first discuss the building and validating of the

computer model of the MHI system. It will then apply the systematic thermodynamic

procedure from Chap. 4 to optimize engines with solid-oxide fuel cells.

133
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7.1 Building and Validating the SOFC-GT Model

Ultimately a model is needed that can examine combinations of solid-oxide fuel

cells and gas-turbine engines. Several such cycles have been proposed and modeled

[86–88,93]. Mitsubishi Heavy Industries has proposed such a double-cycle system and

is now working on a variant that includes a bottoming steam cycle [139]. They report

that their double and triple cycles have LHV efficiencies greater than 52% and 70%,

respectively. The 70% value is remarkably higher than the most efficient existing

natural gas combined cycles, which reach 60% [82–84]. Such a high value is intriguing

and was chosen as the target to model, understand, and adapt for optimality. For

brevity, double-cycle systems of solid-oxide fuel cells and gas turbines are hereafter

referred to as SOFC-GT’s. Similarly, the triple cycle variant with the bottoming

steam cycle is called a SOFC-GT-ST.

7.1.1 Reverse Engineering the MHI System

A computer model was built of the SOFC-GT-ST system in Matlab. The model was

also implemented in segments to analyze a GT and a GT-ST system. Because it

encapsulates all of the cycles studied, only the triple cycle will be explained in full,

but with an understanding that the same processes and parameters were applied

within the various sub-models. Schematics and device parameters were taken from

MHI where possible, and approximated from engineering literature otherwise.

The triple-cycle model was designed to match the exergetic operation of the MHI

plant. The schematic and operating parameters were based on a presentation on the

MHI system at the World Engineers Convention in 2011 [139]. Figure 7.1 is taken

directly from this presentation. Accompanying the figure was text stating that this

cycle could achieve greater than a 70% LHV efficiency. From this graph and efficiency

value, many operating parameters can be reverse engineered.

The most straight-forward parameter to determine is the mass flow rate of fuel.
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Figure 7.1: Triple cycle schematic taken directly from Yamada [139].

First, the conservative estimate of 70% efficiency (ηLHV ) is supposed. Then, a rea-

sonable natural gas composition is chosen and the corresponding LHV calculated.

At this point, Eqn. 7.1 is solved for ṁfuel.

ηLHV =
Ẇnet

ṁfuelLHVfuel
(7.1)

This and all subsequent calculations on the MHI plant were done with both methane

as the fuel and separately with a more realistic six-component natural gas mix-

ture. The results differed by less than 2% for the calculated parameters. Given this

agreement, the simpler methane system was used for all subsequent analyses. Using

methane results in a fuel flow rate of 33 kg/s.

The gas-system pressures can also be estimated from Fig. 7.1. The outlet tem-

perature of the compressor is given as 460�. Air is assumed to enter the compressor

at ambient conditions with a composition of 76.6% N2, 20.4% O2, and 3% H2O.

If a high efficiency compressor is used (polytropic efficiency 89%, estimated), the

pressure ratio is found to be 18.4:1 [129]. An additional assumption of a 4% pressure

drop across the combustor then defines the turbine pressure ratio.1

The key remaining unknown is the mass flow rate of air. This can be estimated

1These polytropic efficiencies and pressure drops will be used in all further calculations for
gaseous streams.
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in two separate ways from Fig. 7.1. The first involves an energy balance around

the compressor and gas turbine. The temperatures bounding the turbine are given

in the diagram, as is the net electrical work out of the gas turbine. The electrical

work specification can be converted back to a mechanical work estimate assuming a

99% efficient generator. The turbine’s composition is still unknown, but must be the

products of complete oxidation of the fuel with air. Depending on exactly how much

work the fuel cell does, the product composition may be more enriched with H2O

and CO2 versus excess O2. Regardless, the vast majority of the products will be N2
and the specific heat capacity is unlikely to change significantly with the oxidation

partitioning between the fuel cell and combustor. The heat capacity will depend on

the quantity of air, which is guessed iteratively until an energy balance around the

turbine and compressor yields the known net work output. The resulting air mass

flow rate of 862 kg/s corresponds to a turbine outlet temperature of 705�–within

25 degrees of the prescribed value of 680�. This near-convergence in temperature

partially validates the assumption that the mass flow rate, not the composition, dom-

inates the product heat capacity. This air-to-fuel mass flow rate ratio corresponds

to an excess air coefficient λ of 1.49.

The second method to estimate the air mass flow rate similarly involves an energy

balance with iteration, but this time around the fuel cell and combustor. As discussed

above, the compressor outlet state is known. Since no pressurization is indicated for

the natural gas in Fig. 7.1, it seems reasonable to assume the fuel enters the plant

at the same pressure as the compressed air and at ambient temperature, as if it were

delivered in a high-pressure pipeline.2 This assumption results in both inlet states

to the fuel cell being fully defined. With a reasonable inverter efficiency of 95%, it

is possible to find the work directly from the fuel cell as 432 MW. The post-burner

composition is again the products of complete combustion of a presumed amount

of air with the known amount of fuel. The correct guess is the one that results

2While the fuel had to be compressed at some point, it seems unlikely that MHI incorporated
the associated energy penalty in the 70% efficiency number. As such, in an effort to reproduce their
numbers, this analysis shall also neglect the energy cost of delivering methane to the fuel cell.
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in consistency with the first law around the fuel cell and combustor. This method

results in an air mass flow rate of 705 kg/s, which leads to an excess air coefficient

of 1.25.

Clearly these two methods of calculating the mass flow rate of air do not agree

perfectly. This is not surprising, given the number of assumptions that must be made

and the likely use of rounding the numbers on MHI’s diagram. The two values of

the excess air coefficient were taken as plausible bounds within which the computer

model would investigate. The final value of λ used in the model was determined

based upon best agreement with MHI’s overall work breakdown. It is also worth

noting that the shift in λ between 1.25 and 1.49 should not radically change the

exergy distribution in the plant, which is the present focus. As such, exact matching

in the excess air coefficient is not crucial to the subsequent analysis.

While analysis of Fig. 7.1 resolved the work flows, gas pressure ratio, and approx-

imate gas flow rates, many more parameters, and in the case of the steam cycle, full

schematics, remain uncertain. These were judiciously estimated from the literature,

as discussed in the following sections on each of the constituent power cycles. The

validity of the ultimate schematic used in the model is demonstrated by its ability

to replicate the known power distribution and efficiency of the MHI plant.

7.1.2 Solid-Oxide Fuel Cell Model

Four key chemical processes are modeled in the fuel cell: the two half-reactions occur-

ring at the anode and cathode, the water-gas shift reaction, and the steam-methane

reformation (SMR) reaction. The half-reactions are driven by the electrochemical

potential difference across the electrolyte and are shown in Eqn. 7.2 and Eqn. 7.3 for

the anode and cathode, respectively. The water gas shift reaction, shown in Eqn. 7.4,

is significantly faster than the other chemical processes involved and is taken to be in

equilibrium at all times. The SMR reaction (Eqn. 7.5) is kinetically limited, and an

empirical formula for the reaction rate is needed. Various Arrhenius fits have been

proposed [97]. The one chosen is shown in Eqn. 7.6. It is first-order in the partial
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pressure of CH4 and zeroth order in all other components. The activation energy

Ea and the prefactor k0 are reported to be 82 kJ/mol and 4274 mol/(s-m2-bar),

respectively, for an anode 80% ZrO2 and 20% Ni cermet by weight [98].

O2− +H2 → H2O + 2e− (7.2)

1

2
O2 + 2e− → O2− (7.3)

H2O + CO ⇀↽ H2 + CO2 (7.4)

CH4 +H2O → CO + 3H2 (7.5)

k = k0PCH4e
−Ea
RT (7.6)

Each of these reactions is advanced in differential time steps moving flow-wise

through the channels in a 1+1D model [88]. Exergy and other performance-related

thermodynamic properties are tracked at every step.

The solid-oxide fuel cell model attempts to match important power criteria of the

MHI system. This is done by adjusting the operating parameters while still adhering

to conventional specifications for a yttria-stabilized zirconia (YSZ) electrolyte and

nickel-based anode. The cell is assumed to be steady, internally reforming, isobaric,

and isothermal.3 While real fuel cells are not perfectly isothermal, they need to

maintain approximately uniform temperature distributions in order to manage ther-

mal stresses. MHI’s plots of temperature over the cell length are relatively flat and

centered at 920� when operating at .775 volts [139]. This voltage and temperature

are set as constants in the code. The model also includes two significant processes

for SOFC functioning: thermal management and anode recycling. While neither

is explicitly included in MHI’s schematic (Fig. 7.1), there is significant supporting

evidence to believe they are required. The modeling efforts for these two processes

are discussed next.

3Start-up scenarios are not modeled for any of the plants discussed in this paper, as they are
not central to the analysis of exergy efficiencies.
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The MHI SOFC operates in the vicinity of 920�, but the air entering the fuel

cell box in Fig. 7.1 is only at 460�. Additionally, no external transfer of heat is

indicated on the MHI diagram. These data indicate that the compressed air must

be preheated before entering the cathode and that this heat transfer is internal to

the overall SOFC subsystem. This is not uncommon, as the exothermic fuel cell has

to be cooled to maintain a reasonable temperature and could be a source of heat for

the reactants. While it is possible to speculate about the layout of the SOFC tubes

and the reactant and product support systems, it is not necessary for the purposes

of this study. This analysis assumes that the fuel cell system has the ability to

exchange heat between reactant streams, product streams, and the tubular structures

themselves, in whatever manner results in net adiabatic behavior consistent with the

overall schematic. This fulfills the goals of preheating the inputs to an appropriate

temperature, maintaining the cell at this temperature, and cooling the products to

a temperature appropriate for adiabatic combustion and turbine expansion. This

abstracted model of the heat exchange processes is depicted in Fig. 7.2.
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Figure 7.2: Depiction of a SOFC tube bundle enclosed in an adiabatic, pressurized
vessel.

Anode recycling is another process assumed to occur in the MHI system. It
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involves taking some of the partially-oxidized fluid from the anode outlet and recir-

culating it to mix with the fresh fuel at the anode entrance. This provides water and

partially-reacted fuel to initiate the electrochemical reactions in the fuel cell. Addi-

tionally, anode recycling distributes the fuel reforming along the entire cell length,

which evens out the regions of exothermicity and endothermicity. This helps in main-

taining a more uniform temperature distribution. The recycling process requires a

convergence loop on the mole fractions wrapped around the basic fuel cell computa-

tions. The quantity of anode recycling in the model is varied until the work output

of the fuel cell matches that of the MHI system for a given excess air coefficient.
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Figure 7.3: Voltage-current curve for a single tubular cell at 920�, 20 bar

With the above set of modeling specifications, a voltage-current (VI) curve was

made and is shown in Fig. 7.3. The plot indicates that the fuel cell losses are

primarily ohmic, meaning it is mostly limited by the conductivity of the YSZ. This

is in keeping with several studies that have shown that the conductivity of YSZ

is severely decreased in an SOFC as compared to measurements made in isolated

YSZ [132, 140]. This decrease is attributed to NiO from the anode dissolving in the

zirconia, thereby driving an irreversible transition from the cubic phase of zirconia

to a mixture of cubic and tetragonal phases. This mixture of phases was shown to

reduce the conductivity to approximately 50-60% of the original value measured in

the absence of Ni [132]. Accordingly, for this analysis, the conductivity of the YSZ

was set to 3.5 S/m at 920�.
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7.1.3 Gas Turbine Engine Model

The reverse engineering process accomplished from Fig. 7.1 was successful in de-

termining the gas turbine engine states. However, the exact location of the given

1600� stream and the probable use of blade cooling are unspecified. Most likely, the

burner outlet at the given 1600� is cooled substantially in a nozzle before entering

the turbine. Resolving this ambiguity is only critical in the current analysis if it will

significantly impact the exergy distribution in the triple cycle. To test the sensitivity

to the presence of blade cooling, the model was tested with both an uncooled turbine

with an inlet at 1600�, and with a steam-cooled turbine with an inlet at 1450�. In

the latter case, the heat recovery steam generator (HRSG) was used as the source

of steam. The two cases ultimately differed by less than 2% overall efficiency on an

LHV basis with no substantial differences in exergy distribution. Given this limited

impact, blade cooling was neglected for the remainder of the analysis.

7.1.4 Steam Turbine and HRSG Model

Unlike in the gas turbine analysis, Fig. 7.1 was largely unhelpful in specifying the

steam cycle. As such, the basic schematic and device specifications were modeled

using a typical, state-of-the-art design currently being built in California [141]. This

design involves a modified Rankine cycle with a three-pressure-level HRSG. Turbines

and pumps are assigned 85% polytropic efficiencies. Pressure drops through the

HRSG and condensor are estimated from the California plant’s schematics. Their

effects can be seen in the model’s resulting thermodynamic state data summarized

in Table 7.1.

The simplified schematic used for the model is seen in Fig. 7.4. All of the wa-

ter enters the HRSG at 2.5 bar in the low pressure (LP) economizer. Of this water,

9.6% continues through the HRSG at this pressure into the LP evaporator and super-

heater. After the LP superheater, the water mixes with output from the intermediate

pressure (IP) turbine and is expanded in the LP turbine to 6.8 kPa. The outlet of
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the LP turbine is then sent through a condensor where it is assumed to be cooled

against a non-exergetic stream until reaching a saturated liquid state. At this point,

the water is pumped back up to be fed into the LP economizer.

The next 12.6% of the water entering the HRSG is further pressurized in the

IP pump to 50 bar, while the remaining 77.8% of the water is pressurized in the

high pressure (HP) pump to 150 bar. At these elevated pressures, the fluid is fed

through the appropriately pressurized economizers, evaporators, and superheaters.

The HP economizer is split into two sections in order to minimize the irreversibility

of the heat exchange with the combustion products. The IP system includes two

reheat sections that are interlaced with the two HP superheater sections in order

to most effectively extract the enthalpy of the flue gas. Upon leaving the HRSG,

the HP stream is expanded in the HP turbine where it is mixed with the output

of the second IP reheater before expanding again in the IP turbine. Mass, energy,

and exergy flows were tracked through the entire steam cycle and integrated into the

quantification of the overall system performance.

While the California plant served as a useful template for the model, it was

not configured for the same gas inlet state as exists in the triple cycle. As such,

an enthalpy-temperature diagram, shown in Fig. 7.5, was used as a design tool to

minimize heat exchange irreversibility. The pressures and mass flow rates chosen and

reported above were set in order to minimize temperature differences between the

GT flue gas and the water to the extent possible, given a 10K minimum temperature

difference and reasonable material constraints. These final values reflect higher IP

and HP pressures, and a greater percentage of the overall flow in the HP system

than seen in the California plant. The higher pressures result in smaller enthalpies

of vaporization, which reduce the extent to which the flue gas and water slopes

diverge and create larger temperature mismatches. The flow rate shifts from the

IP to the HP system, which results in smaller temperature differences in the high-

temperature region of the heat exchanger. Both the pressure and flow rate changes

result in increased turbine work over the baseline plant as well.
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Figure 7.4: Triple cycle schematic for modeling the MHI system.
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7.1.5 Model Validation

ṁ T P h s
State kg/s K Pa kJ/kg kJ/kg-K

1 760.07 298.15 101325 -254.29 6.9929
2 760.07 733.15 1840100 207.30 7.0973
3 713.85 690.35 1840100 145.83 7.0387
4 33.126 298.15 1840100 -4650.1 10.115
5 6.6252 1193.15 1840100 -5468.3 12.715
6 79.345 690.35 1840100 -6712.5 11.370
7 793.19 1825.9 1766496 -540.22 8.6523
8 793.19 1048.8 101325 -1618.2 8.7470
9 793.19 328.63 101325 -2486.5 7.3706
10 189.93 310.02 250000 -15816 4.0504
11 189.93 482.62 198904 -13081 11.069
12 23.947 398.52 5000000 -15441 5.1008
13 171.67 840.00 3295407 -12366 10.895
14 147.72 399.82 15000000 -15429 5.1055
15 147.72 838.00 14016335 -12472 10.129
16 189.93 311.55 6760 -13559 11.297

Table 7.1: Thermodynamic data for select states, as numberd in Fig. 7.4

Thermodynamic state data for critical streams in the model are summarized in

Tables 7.1 and 7.2. All mass flow rates are scaled so the mass flow rate of fuel

is consistent between the model and the MHI plant. While two possible excess air

coefficients were found in the reverse engineering of the MHI plant, ultimately a value

of λ = 1.25 was used in the model. This coefficient was found to be more consistent

with reasonable quantities of anode recycling while matching the work output of the

fuel cell. It did result in a turbine inlet temperature approximately 47� colder than

the burner temperature given in Fig. 7.1. However, given the uncertainties about

the exact location of the reported 1600� and the mechanisms for blade cooling, this

imprecision was considered to be within the overall model tolerance. Table 7.2 shows

that the anode recycling (State 5) successfully introduces critically needed H2O and
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State CH4 CO CO2 H2 H2O N2 O2

2 3.00 76.63 20.37
3 3.17 81.02 15.81
4 100
5 15.51 18.50 9.66 33.06 23.27
6 15.51 18.50 9.66 33.06 23.27
7 7.19 17.17 71.02 4.42

Table 7.2: Molar composition (%) at key states, as numbered in Fig. 7.4

H2 to the front end of the cell. Streams 3 and 6 in Table 7.2 indicate that the fuel

cell utilized approximately 69% of the incoming methane’s LHV, implying that the

combustor is then responsible for 31% of the fuel energy conversion.

Table 7.3 shows the work breakdown for the SOFC-GT-ST model. For compari-

son, the MHI work flows are also listed, as made available in Fig. 7.1. The model was

scaled to have the same fuel cell capacity as the MHI system so that the two columns

are a direct comparison. The overall efficiency and power distribution for each cycle

is nearly identical between the model and the MHI system. This indicates that the

modeling assumptions were not unreasonable for the purposes of tracking energy

flows. Additionally, it implies that the cycle schematics, internal processes, and de-

vice parameters chosen for the model are likely similar to those used by MHI. This

is particularly remarkable for the HRSG, for which there was almost no information.

7.1.6 Exergy Analysis

An exergy analysis aids in further understanding the significant efficiency gains in

the SOFC-GT-ST over its constituent systems. Figure 7.6 shows the ultimate dis-

tribution of the incoming fuel exergy for each of the systems analyzed. All plants

are fueled with methane, have a maximum gas system pressure of 18.4 bar, and a

maximum temperature of 1553�, as was dictated by the triple-cycle model. The

dead state for all exergy analyses was taken to be 75.65% N2, 20.29% O2, 3.12%

H2O, 0.90% Ar and 0.04% CO2 at To = 298.15 K and Po = 101325 Pa.
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Component Power (MW) MHI Power (MW)

SOFC
Fuel Cell 432
Inverter -21.6
Net 410 410

Gas Turbine
Compressors -351
Turbine 855
Generator -5.04
Net 499 500

Steam Cycle
Pumps -2.92
Turbines 259
Generator -2.59
Net 253 250

Overall 1162 1160
Efficiency 70.2% 70+%

Table 7.3: Work flow for the triple-cycle plant.

Gas-Turbine Engine

The stand-alone gas turbine engine has 24.3% of the exergy of the incoming fuel lost

to combustion irreversibility. The primary way to reduce this entropy generation

is to further preheat, and to a lesser extent, pre-pressurize, the reactants. There is

a nearly linear relationship between combustor reactant and product temperatures.

Thus, temperature limits on turbine blades impose a limit on how much the reac-

tant temperature can be increased without also increasing the flow of a non-reacting

moderator. This moderator is most often excess air, which has to be compressed,

thereby reducing the power of the system. An even larger problem than the com-

bustion irreversibility in the GT engine is the 31.0% of the fuel exergy exiting the

system in the exhaust. This wasted resource is largely thermal and is the basis for

adding a bottoming heat engine in the GT-ST system.
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Figure 7.6: Exergy distribution for analyzed plants.

Gas-Turbine, Steam-Turbine Engine

The GT-ST system effectively utilizes the GT’s exhaust as an exergetic resource

to power a bottoming steam cycle. Thus the LHV efficiency is approximately 20%

higher in the GT-ST than in the GT engine. However, the GT-ST has the same prob-

lem with combustion irreversibility, and also introduces new sources of irreversibility

in the steam turbines, condensor, and HRSG.4 The three pressure-level HRSG shows

a significant improvement over its single-pressure counterpart, destroying only 4.3%

of the total fuel exergy. As such, it is not a primary source of irreversibility. Another

3.1% of the fuel exergy exits the system in the exhaust. Imperfect heat exchangers

that must avoid pinch limit the extent to which this can be further decreased. The

overall GT-ST LHV efficiency reported here is 61.3%. This is a little high for the

state-of-the-art today and can be explained by the absence of accounting for blade

cooling in the turbine [82]. In a real system, steam from the HRSG or excess air from

the compressor could be used for cooling with a small, but non-negligible efficiency

4The condensor, mixers, generators, and the fuel cell inverter, in the case of the triple cycle, are
grouped in the “Balance of Plant” bar in Fig. 7.6.
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penalty.

Solid-oxide Fuel Cell, Gas-Turbine, Steam-Turbine Engine

The SOFC-GT-ST system essentially manages to put another engine upstream of a

natural gas combined-cycle plant. Not only does the SOFC avoid interference with

the NGCC, but it actually manages to improve the performance of its linked cycles

in several significant ways. The temperature requirements of the fuel cell result in a

high reactant temperature for the combustor. Typically, this high temperature would

be problematic for a combustor, as it would lead to a dangerously high turbine inlet

temperature. However, the fuel cell accomplishes three critical tasks that allow the

burner to react without violating material constraints of the downstream turbine.

First, the fuel cell removes energy from the reacting fluid by extracting work. This

lowers the enthalpy in the combustor. Second, because the fuel cell has already

partially oxidized the fuel, the combustor has less exothermic reaction to accomplish.

Third, the highly dilute fuel cell products provide moderator for the combustor.

These three features allow the combustor to successfully operate in a highly energetic

regime without harming the turbine. In keeping with the extreme states principle,

this results in only 14.5% of the fuel exergy being destroyed in the combustor, as

opposed to 24.2% for the GT-ST [14].

Additionally, because the fuel cell creates moderator for the combustor in the

form of water and carbon dioxide, this system requires significantly less excess air

than a standard gas-turbine system. Thus, the SOFC-GT-ST operates much closer

to stoichiometric than a standard GT system. Where an excess air coefficient of

1.25 was used in the triple cycle, a value closer to 2.5 would be typical for a gas

turbine. By achieving effectively the same outlet pressure and temperature from

the combustor, but at a lower air/fuel ratio, the SOFC-GT-ST also has the lowest

back-work ratio of the systems analyzed. The reinvested compressor and pump work

is only 31.7% of the triple-cycle turbine work, as opposed to 33.0% and 42.3% for the

double and single cycles, respectively. By reinvesting less work in air compression,
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the triple cycle produces more power per unit air flow rate.

While the fuel cell process itself is not perfect, it is a restrained process, unlike the

unrestrained combustion process. This means that marginal changes in work can be

achieved by marginal changes in load. This is in direct contrast to the combustor for

which there is no control on the outputs once the reactants enter the device. Thus,

the fuel cell irreversibility accounts for only 3.4% of the incoming fuel exergy, while

utilizing 69% of the LHV of the fuel. This is less than a quarter the destruction of

the combustor for more than twice the chemical energy conversion.

7.1.7 Modeling Conclusions

A SOFC-GT-ST triple-cycle power plant is in development by Mitsubishi Heavy

Industries. This plant is remarkable for both its 70% reported efficiency and its

combination of fuel cell and combustion technologies. An analysis was carried out to

understand how the various subsystems interact to produce a net result 10 percent-

age points more efficient than the current state-of-the-art NGCC plant. A computer

model of the triple cycle was built, incorporating insights gained from reverse en-

gineering MHI schematics. The model accurately reproduces the overall efficiency

and power of the proposed system. The air systems were found to be integrated in a

manner fundamentally different than simple cascading of independent systems, as is

done with the natural gas combined cycle. In many ways, the integrations mutually

enhance the linked systems’ thermodynamic performance. Most significantly, the

fuel cell’s combination of high temperature and partially oxidized products prove to

be an excellent reactant stream for the combustor. This system linkage also results

in an excess air coefficient near unity, which reduces the back-work ratio, thereby

increasing the overall system air-specific power. Because the gas turbine is inlet

temperature-limited, its output thermal exergy is not significantly altered by the

SOFC. Thus the bottoming steam cycle is effectively unchanged from a stand-alone

NGCC plant.
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7.2 Systematic Addition of SOFCs

While the MHI system’s reported 70% efficiency is impressive, it is not necessarily

optimal. The thermodynamically optimal configurations and limitations of this cycle

are yet to be fully understood. Using the systematic thermodynamic approach from

Chap. 4, the SOFC-GT engine is built up from a bare-minimum sequence (CBT ),

adding one system component as a degree of freedom at a time. After the SOFC is

added to the minimum sequence, subsequent degrees of freedom will allow internal

and external heat transfer. The specification of all devices ultimately considered in

this analysis are listed below. Because the concern of this work is maximizing exergy

efficiency, the analysis is restricted to devices critical for following the net energy

flows in the system. This eliminates support systems that would be essential to a

physical plant, but are minimally important from an overall energy standpoint (e.g.,

air filters, start-up support systems).

C Compressors are used for both fuel and air mixtures. They are modeled as

adiabatic with a polytropic efficiency of η = 0.9

F Solid-oxide fuel cells are described extensively in the previous section.

Fuel utilization is defined as 1 -(LHVfuel,orig))/(LHVSOFC,out).

For operational constraints, 800� ≤ Tcell ≤1000�, and 10% ≤ utilization

≤ 90%.

I Inter-coolers reject heat with a 95% effectiveness to the atmosphere between

stages of compression. If multiple intercoolers are used, they are implemented

in evenly spaced pressure increments.

B Burners are adiabatic, isobaric, and completely oxidize the fuel.

T Turbines, like compressors, are adiabatic and have polytropic efficiencies of 0.9.

The maximum inlet temperature for a turbine is taken from MHI to be 1600�.5

5This ultimately is irrelevant for the optimal system because the vast majority of the reaction
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X Heat exchangers are specified in situ as either Xin or Xout depending on whether

the stream is receiving or donating energy. All heat exchangers will be consid-

ered two-stream, counterflow devices with an effectiveness of 90%. A minimum

10� pinch is enforced.

7.2.1 Adding a Degree of Freedom: A Solid-oxide Fuel Cell

As discussed in Chap. 4, the starting engine sequence for optimization is the com-

pressor, burner, turbine (CBT ). Now the possibility of adding solid-oxide fuel cells

is introduced. Fuel cells could be interspersed anywhere in the existing sequence so

that the new sequence is

(CF )k(BF )m(TF )n

where k, m, and n are arbitrary integers to allow for device repetition. Many per-

mutations can be immediately removed due to the various device constraints and

operating parameter domains. There is no value in having a solid-oxide fuel cell

downstream of a burner.6 The combustion reaction has a very high affinity and equi-

librium constant, so the products out of the burner will be essentially fully oxidized.

There is nothing for the fuel cell to do and it essentially behaves as a pipe. Thus

the fuel cell stages should only exist before the burner and the candidate sequence

simplifies to

(CF )kBT

The solid-oxide fuel cell membrane needs to operate between 800� and 1000�. This

membrane is encompassed in a larger chamber with thermal exchange so the inlet

does not have to be quite that hot, but it still needs preheating from ambient condi-

tions. Since heat exchange is not yet allowed, this preheating can only be provided by

occurs in the SOFC and the remaining minimal exothermicity in the burner does not result in such
high temperatures.

6Recall that the degree of freedom associated with matter streams splitting and remixing is not
open. If it were, then it would be possible to have a fraction of the air or fuel go into the burner
and a fraction bypass it and enter the fuel cell directly.
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compression, which then couples the pressure ratio to the fuel cell inlet temperature.

With at least one mandatory stage of upfront compression, the candidate sequence

can be written as

C(FC)kBT

Because the fuel cell has to operate in a relatively narrow temperature range, there

is limited ability to add adiabatic compressors between fuel cell stages. Any com-

pression after a fuel cell stage would start quite hot with a high specific volume and

therefore a low efficiency. It would end even hotter and likely violate the upper bound

on the fuel cell temperature. There is no advantage to interspersing compression be-

tween fuel cell stages over doing all of the compression beforehand. The sequence is

then

CFCBT

The final question to ask is whether there is value in having a compressor between

the fuel cell and burner. The argument in favor of compression would be to fur-

ther increase the energy of the reactants and thereby reduce entropy generation in

combustion. However, the energy of the reactants is limited by the turbine inlet

temperature constraint. Starting with nearly 1000� gas leaving the fuel cell, there

is little ability to add further energy to the system through work without violating

this constraint. Additionally, any compression done at this point would be inefficient

due to the high specific volume. Thus, the sequence has been simplified to

CFBT

There are no heat interactions allowed between this engine and the environment.

And at least initially, the inlet flow rates of fuel and air can be fixed. These were

the same criteria in Chap. 4 for allowing the use of exhaust entropy as a proxy to

track total entropy generation. The attractor method is now applied to the CFBT

system to optimize parameter lengths.
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Figure 7.7: System-attractor trajectory with detailed view at entrance to fuel cell.

Trajectory Shape

Figure 7.7a shows a typical system-attractor trajectory for the CFBT configuration.

Progressing through it starting with the ambient air-fuel system in blue at the far

left, the processes are as follows:

I. Ambient air and fuel enter the system at State 1 on the blue line. If they were

immediately chemically equilibrated without further energy interactions, they

would land at the corresponding State 1eq on the red line.

II. Compression of the air and fuel occurs between States 1 and 2. The compres-

sor looks linear here because only the end points are plotted. The attractor

progresses to State 2eq.

III. State 3 denotes the end of the pre-heating of reactants through internal heat

exchange in the F . Again, this heating is not a defined process, but rather the

result of imposing an energy balance for the fuel cell subsystem.

IV. State 4 marks the inlet to the fuel cell channel. This state does not align with

state 3 because mass-transfer through anode recycling occurs in between. State

4 is thus the result of mixing the fresh fuel stream at State 3 with the recycled

mass stream from State 5.
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V. State 5 occurs at the end of the fuel cell channel.

VI. After the required heat exchange within the fuel cell and mass extraction for

recycling, the system is at state 6.

VII. State 7 and 7eq denote the outlet of the combustor. At this point the attractor

(red) and system (blue) lines converge.

VIII. Finally, the system and attractor end at State 8eq at atmospheric pressure

following the turbine expansion.

Figure 7.7b shows a detailed view from Fig. 7.7a centered at the entrance to

the fuel cell channel. In this diagram, it is clear that the attractor entropy does

not immediately drop, but rather rises at the front end of the fuel cell channel and

then starts to fall. This is due to internal reforming of methane. The initial few

centimeters of the fuel cell are largely dominated by the rate-limiting endothermic

process of breaking down methane into hydrogen and carbon monoxide. Only after

this has been initiated can the exothermic electrolytic reaction occur, which produces

work. Thus, the fuel cell enthalpy rises and then falls with the accumulated extraction

of heat and work.

Several operating parameters of the CFBT were examined for their effect on fuel

cell performance and overall system efficiency. These are discussed individually in

the following sections.

Temperature

The investigation of optimal temperature begins with the attractor diagram in Fig. 7.8.

Note that this graph is of the same form as Fig. 7.7a, but the system trajectory was

eliminated to emphasize that the analysis is based solely on the attractor. The at-

tractor indicates a significant effect of temperature on efficiency, where the highest

end of the allowable temperature range has the lowest final entropy. Because all

cases started with the same initial entropy, the lowest final entropy is equivalent to
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Figure 7.8: Temperature sensitivity on an h-s attractor diagram

the lowest entropy production. Interestingly, the geometry of the graph indicates

that there are two primary reasons for this result. The first is that the fuel cell

trajectory from State 4eq to 5eq lengthened. The fuel cell physical length was held

constant at 0.5 m for all cases. Thus, a lengthened fuel cell trajectory indicates more

work per unit length is extracted from the fuel cell at higher temperature. This is

expected given that the internal resistivities and the chemical kinetics of the fuel cell

are improved with increased temperature.

The fuel cell exergy destruction plots in Fig. 7.9 further elucidate the matter.

More oxidation is occurring in the fuel cell at higher temperatures. This increased

oxidation leads to proportionally higher levels of destruction, despite being beneficial

to the overall system efficiency. At 800�, hydrogen traverses the anode-side gas dif-

fusion layer slower than at 1000�.7 At 1000�, methane breaks down faster, forming

hydrogen faster, than at 800�. As such, at the highest temperature, the cathode gas

diffusion overtakes the anode-side diffusion as a more predominant issue.

The second effect the attractor indicates is that the entropy generation due to

7The “wiggles” in Fig. 7.9a are result of the numerical handling of the steam methane reformation
kinetics at very slow reaction rates. This effect is not associated with a significant macrosopic change
in energy distribution in the system.
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(a) T = 800� (b) T=1000�

Figure 7.9: Effect of fuel cell temperature on internal exergy destruction profile. P
= 10 bar, λ=2, recycle ratio = 0.5, length = 0.5 m

mixing of the fresh fuel and the recycled anode output is lower at higher temperature.

This is indicated by the path length from State 3eq to 4eq. All three temperature

cases have the same recycling ratio of 0.5: 1 kg/s recycled mass per 2 kg/s fresh fuel.

Thus, this difference in length of process is an intensive effect of the dependencies of

chemical equilibration on temperature [142].

Figure 7.10 confirms the attractor-based findings. Figure 7.10a shows that in-

creased temperature improves fuel utilization regardless of system pressures. Because

the fuel utilization is so low for the 800� case, Fig. 7.10b shows that the system

behaves mainly like a gas turbine engine, and thus improves with pressure over the

plotted range. Figure 7.10b also confirms the link between fuel cell utilization and

overall LHV efficiency, and their mutual improvement with increased temperature.

However, this graph does not make it clear that the system is also improving by the

reduction in mixing entropy at the entrance to the anode channel.

Pressure

At left, Fig. 7.11 shows the attractor trajectory for three different system pressure

ratios: 5:1, 15:1, and 30:1, all at a fixed fuel cell channel length of 0.5 m. The

lowest pressure case has a significantly lower final entropy and correspondingly higher
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(a) Effect of temperature, pressure, and
excess air coefficient on utilization

(b) First-law efficiencies of displayed sys-
tems

Figure 7.10: Examination of CFBT sensitivity to temperature, pressure, and excess
air coefficient at fixed cell length. λ=2, recycle ratio = 0.5, length = 0.5 m

efficiency than the other cases. (62.37% LHV efficiency versus 56.16% for the 15 bar,

and 53.67% for the 30 bar cases). This is largely due to fuel utilization, seen as the

length of the attractor path between States 4eq and 5eq. At fixed channel geometry,

an increase in pressure, and therefore density, can either lead to a greater mass

flow rate at constant velocity or a slower velocity at constant mass flow rate. Here

the velocity is fixed at 0.1 m/s, so the mass flow rate changes with pressure.8 An

increased pressure and mass flow rate decrease the utilization over a fixed fuel cell

length. (If alternatively the mass flow rate had been fixed and the velocity reduced

with increased pressure, the utilization would have increased.)

The pressure also affects the temperature of the post-compressor reactants. The

lower pressure cases rely more on the internal thermal energy exchange within the

fuel cell to bring the reactants up to the membrane temperature. This reduces

the enthalpy at the outlet of the fuel cell system, since more energy is donated to

the inlet of the system. As a result, the line from State 5eq to 6eq is longest in

8As pressure changes, the tube diameter for a set velocity changes. Once the thermodynamics
of the architecture are fully understood, the logistics and economics of this issue could then be
assessed.
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Figure 7.11: Variation of efficiency with pressure. T = 1000�, λ = 2, Length = 0.5
m, R = 0.5

the 5 bar case. The reduced enthalpy out of the fuel cell lowers the turbine inlet

temperature, and therefore the turbine outlet temperature. This reduces the exhaust

exergy destruction. These positive consequences of lowered pressure outweigh the

preference of the gas turbine system to operate at higher pressure ratios.

The bias toward improving the fuel cell over the gas turbine is highlighted in

the graphic on the right of Fig. 7.11. This figure shows the distribution of the fuel

exergy as the pressure changes for the system. At low pressures, the fuel cell is doing

the majority of the oxidation and has correspondingly more destruction associated

with it than the burner does. As the pressure is increased, this balance changes and

the burner does proportionally more chemical reaction. The marginal increase in

exergy destruction of the burner is greater than the marginal decrease for the fuel

cell, leading to an overall less efficient system at higher pressure. This result, without

any of the explanation, was evident in the parametric plots of Fig. 7.10.

If the fuel cell channel length increased, the balance between pressure preferences

to reduce entropy generation in the fuel cell versus in the gas turbine would change.

The effect of channel length is shown next.



160 CHAPTER 7. SOFC-GT

270 280 290 300 310 320 330 340 350 360
−50

−40

−30

−20

−10

0

10

20

30

40

s [kJ/kgfuel-K]

h 
[M

J/
kg

fu
el

]

0.5 m, 5 atm
0.5 m, 20 atm
1.0 m, 5 atm
1.0 m, 20 atm

1eq

2eq

3eq

5eq

4eq

6eq , 7eq

8eq

8

Figure 7.12: Attractor trajectories. T = 1000�, λ=2, recycle ratio = 3

Channel Length

At fixed flow velocity, increased SOFC channel length increases residence time in

the fuel cell. Longer residence time leads to greater fuel utilization in the SOFC. In

keeping with the derivation in Chap. 4 that dSeq is negative for an exothermic fuel

cell and zero for a burner, increased length has a profound effect on overall system

efficiency.

Figure 7.12 shows an enthalpy-entropy plot of the attractor trajectories for var-

ious fuel cell lengths and peak pressure combinations. At any pressure, increased

length lowers the final entropy state and increases efficiency. This difference is more

significant at high pressure where the fuel utilization is decreased. At low pressure,

the vast majority of the fuel is oxidized within the 0.5 m fuel cell. Thus the additional

0.5 m has minimal benefit. At high pressure, the added length has a more significant

effect on fuel utilization and efficiency. The optimal pressure depends on the chosen

length. Here, the 5 bar case is more efficient for a short membrane, but the 20 bar

case is more efficient at the 1.0 m length. Overall, the combination of high pressure

and long fuel cell has the greatest efficiency because it allows high oxidation in the

fuel cell and significant expansion in the turbine.
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Figure 7.13: Optimal CFBT varying pressure. T = 1000�, λ =2, recycle ratio = 3.

These effects are confirmed in the parametric plots in Fig. 7.13. At short lengths,

the cell is utilization-limited, and this is the driving force for overall efficiency. At

long lengths, the preferences of the gas turbine engine dictate the relative efficiency of

the different pressure cases. As the fuel cell lengthens, there are decreasing marginal

gains in efficiency because the vast majority of the fuel has already been oxidized.

There will be a practical limit based on size and cost in a real system. Thus, for most

of the remaining analysis, a 0.5 m length system is assumed, typical of a Siemens

Westinghouse SOFC [102].

Excess Air

Conventionally, gas turbine systems have significant quantities of excess air beyond

the stoichiometric requirement to oxidize the fuel. In addition to allowing for com-

plete oxidation of the fuel, the air serves as a moderator to keep peak temperatures

down in the combustor and thereby avoid damaging the turbine blades. For the

SOFC-GT, this is less of a concern, as the reactions in the fuel cell provide suffi-

cient water and carbon dioxide as moderator for the burner. There is a trade-off

in selecting the optimal excess air coefficient. On the one hand, adding air raises

the back-work ratio and associated energy penalty. On the other hand, additional

air improves fuel cell efficiency by keeping the chemical potential of oxygen at the

cathode high.
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Analyzing excess air adds a small complication in the graphical attractor analy-

sis. As discussed previously, minimizing internal irreversibility, as done visually with

the attractor, no longer guarantees minimization of external irreversibility. This is

a result of the changing composition at the inlet state with λ. As seen in Fig. 7.14,

the attractors for λ=2 and λ=1.25 no longer end on the same atmospheric pressure

isobar. Minimizing the entropy difference between final and initial states no longer

guarantees optimality. This problem could be dealt with analytically by expand-

ing the entropy generation equation to include external losses [3]. For the current

purposes, Fig. 7.14 still provides sufficient information to compare trajectories. The

difference between the initial and final enthalpy on the vertical axis is a measure of

total work output per unit mass fuel. With fixed fuel mass, the greatest difference

h−h1, corresponds to the most efficient system. In the plots shown, this corresponds

to ending at the lowest possible hfinal − h1.
Figure 7.14a and b show the effect of varying excess air coefficient at 30 atm and

5 atm, respectively. While the difference between the λ =2 case and the λ=1.25 case

is quite small on both graphs, the final plotted points indicate that the lower excess

air coefficient is superior at higher pressure and the higher excess air coefficient is

superior at lower pressure. Figure 7.15 verifies the attractor results parametrically.

At the lower pressure ratio, the penalty for compressing excess air is minimal, so it is
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Figure 7.15: Parametric variation of efficiency with λ. T = 1000�, recycle ratio =
0.5, length =0.5 m

worth sending excess air to the fuel cell. As the pressure increases, the balance point

changes, and the system benefits from reducing the air flow rate. For this study, even

if the pressure dictates a lower λ, the minimum excess air coefficient is restricted to

1.25 to ensure that complete oxidation occurs.

Recycling Ratio

Recycling is used in the SOFC by extracting some mass from the outlet of the anode-

side channel and redirecting it to the inlet of the fuel cell anode to be mixed with fresh

fuel. Recycling brings water necessary for the decomposition of methane to the inlet

of the fuel cell. It also provides partially decomposed fuel (i.e., hydrogen) that can

be directly oxidized at the anode, unlike the methane which must first decompose.

This allows the first few centimeters of membrane length to be used effectively.

In Fig. 7.16, it is seen that adding recycled mass makes a significant difference in

the attractor trajectory. The attractor segments associated with mass transfer into

the fuel cell, 3eq to 4eq, and out of the fuel cell, 5eq to 6eq, become longer for the

higher recycling ratios. This is dominated by the addition of the recycling mass to

the system. This mass ultimately leaves the fuel cell for recirculation at the same

temperature, pressure, and composition it entered with, so the transfer itself is not
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the cause of change in overall efficiency. The long segment from 4eq to 5eq associated

with the fuel cell attractor in blue, versus those in green and red, indicates that the

fuel utilization has gone up significantly. Efficiency goes up accordingly, with the 3

kg recycled mass per kg of new fuel resulting in significant decreases in final state

entropy over the lower recycling rates.9

Large amounts of recycling provide partially decomposed fuel at the front end

of the cell. This smooths out the chemical affinity of reaction along the length of

the channel. Since Ṡgen is proportional to the affinity, removing extremes tends to

reduce entropy generation. This is an analog to the advantage of a counterflow

heat exchanger over a co-flow heat exchanger in that reducing peak temperature

differences increases efficiency of thermal energy exchange. Through the O2 and

H2 mole fractions, Fig. 7.17a,b visualizes this difference. At low recycling ratio,

the fuel exists almost entirely as methane at the front end of the channel. As this

methane starts to break down, there is a large swing in the mole fraction of hydrogen,

peaking above 50% . Compare this to the high recycling ratio case in which there is

9The estimated pressure drop along the length of the fuel cell is estimated at less than 0.01
bar. As such, even large mass flow rates of recycled fluid can be recirculated with an ejector and a
negligible pumping penalty.
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Recycling ratio = 3 Recycling ratio = 0.5

Recycling ratio = 3 Recycling ratio = 0.5

Figure 7.17: Effect of anode recycling on molar flow rates and on internal destruc-
tion.T = 1000�, P = 10 bar, λ = 2, length = 0.5 m
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less methane upfront, hydrogen is produced faster, and peak hydrogen mole fraction

is below 40%. The higher recycling ratio with the less dramatic variation in hydrogen

mole fraction results in a smaller average difference between the hydrogen and oxygen

concentrations. Thus, while the same amount of methane is available in both cases,

the chemical affinity across the cell has a smaller peak in the high recycling case.

Figure 7.17c,d show that different processes are limiting the efficiency in the two

recycling cases. This is similar to the effect observed with changes in temperature

in Fig. 7.9. In the 300% recycling case, significantly more oxidation occurs, and the

overall quantity of destruction is correspondingly higher. When there is very little

recycling, the inlet at the anode-side channel is almost entirely methane. As such,

the cell is limited in its ability to move species across the anode gas diffusion layer

and to move an oxygen ion through the YSZ. Over time (channel length), some of

the methane reforms and the system is less restricted by the anode GDL and more

restricted by activation at the cathode. This becomes the most limiting process

toward the end of the fuel cell channel. The high recycling case essentially jump-starts

Fig. 7.17c to begin where Fig. 7.17d ended. There is plenty of partially oxidized fuel

at the anode-side inlet and the system is no longer limited in transporting molecules

across the anode gas diffusion layer. It is now limited by the rate at which it can

break down oxygen and move it through the electrolyte to react with hydrogen.

Again, the parametric analysis in Fig. 7.18 corroborates the attractor analysis,

with both fuel utilization and LHV efficiency increasing with recycling ratio. As was

the case with the fuel cell length, the marginal benefits of increased recycling are

decreasing. Practical limits will dictate the ultimate ratio used. For this study, a 3:1

recycling ratio seems a reasonable upper bound for feasible systems.

Optimal CFBT

From the above analyses, some characteristics of the optimal CFBT system are

deduced.

I. The fuel cell should operate at the high end of the allowable SOFC temperature
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(a) Effect of recycling ratio on SOFC uti-
lization

(b) First-law efficiencies of displayed sys-
tems

Figure 7.18: Examination of CFBT sensitivity to recycling ratio. T=1000�, P =
10 bar, λ = 2, length = 0.5 m

range.

II. The recycling ratio should be high.

III. Fuel cell length should provide sufficient residence time. The more fuel that

can be oxidized in the fuel cell before being sent to the burner, the better.

IV. If sufficient fuel cell length were provided for near complete oxidation, then

the pressure ratio would be optimized for the gas turbine system. However, at

any given fuel cell length and flow velocity, lowering the pressure increases fuel

oxidation. Thus, assuming the system is constrained by membrane length, the

pressure should be kept low.

V. Again assuming limited length, a higher excess air coefficient will result in an

increased chemical potential of oxygen on the cathode side of the membrane,

which will speed the overall reaction. However, this benefit is counterbalanced

by the cost of compressing additional air. As such, the appropriate choice

for the air-to-fuel ratio will depend upon the chosen system pressure and the

oxidation rate in the fuel cell.
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Figure 7.19: Optimal CFBT varying pressure, λ over length. T = 1000�, recycle
ratio = 3.

The optimal operating conditions are largely dictated by the available fuel cell

length. The length then determines the appropriate choice of pressure ratio and

excess air coefficient. Figure 7.19 shows how the maximum system efficiency changes

with membrane length. By decreasing the excess air coefficient and increasing the

pressure ratio with increasing length, the fuel cell utilization can be kept at a near-

constant, high value. Hence, the destruction in the fuel cell is consistent across all

lengths. The burner improves with increased fuel cell length through a decreased

chemical affinity. The turbine destruction increases slowly with increased expansion

ratio, but this effect is less significant than the decrease in combustor destruction,

leading to an overall efficiency improvement with increased length. It is significant

to note at this point that this double cycle can achieve greater than 70% LHV

efficiency. This is the efficiency reported by MHI for their triple cycle–an SOFC-GT

with a bottoming Rankine cycle. To surpass this efficiency benchmark with the use

of fewer engines is a significant achievement. However, the exhaust destruction for

the optimal CFBT cycle is still sizable. Figure 7.20 shows the exhaust temperature
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Figure 7.20: Exhaust temperature for various CFBT scenarios

over a range of pressures and fuel cell lengths. The optimal pressure for each length

is associated with the lowest exhaust temperature at each length. (Compare this to

the same set of graphs in Fig. 7.13.) This implies that even in the most efficient

scenario, there is significant thermal exergy in the exhaust that could be utilized to

produce more work. The next architecture attempts to address this issue.

7.2.2 A New Degree of Freedom: Internal Heat Exchange

Heat exchangers are newly introduced to the system. These devices can be placed

anywhere in the architecture sequence and are distinctly different than the internal

thermal balancing within the fuel cell device. Heat exchangers are limited by a

maximum temperature and therefore cannot be used between the chemical reaction

devices.10 Thus, the sequence can be written

(CXin)kFB(TXout)m

where k and m are arbitrary integers. As discussed in Chap. 4, the temperature dif-

ference between the exchanging fluids should be as low as possible to reduce entropy

10As discussed by Ramkrishnan, there is also no value to the engine in doing so [3].
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generation. Given that the hot and cold sides are reasonably capacity matched,

all of the heat exchange should be done between the post-compressor air and the

post-turbine products, yielding

CXinBTXout

Figure 7.21 shows the H-S plot for this configuration operating over a range of

viable SOFC pressures. The final entropy values for all cases are lower than those

for the CFBT systems. Thus, the recuperator does improve system efficiency. Inter-

estingly, the efficiency increases from a 2 bar to a 5 bar system, and then decreases

again. The attractor shows several competing pressure dependencies that lead to

this result. First, the fuel cell utilization between States 4eq and 5eq decreases with

pressure, as already discussed. This has the effect of reducing efficiency with pres-

sure. Second, as the pressure is raised, the heating accomplished by the recuperator

decreases, as shown from State 2eq to 3eq, and from 9eq to 10eq. This would also lead

to reduced efficiency with pressure. Third, as a result of the decrease in recuperator

usage at high pressure, the fuel cell must provide more of the thermal energy to

preheat its reactants, lengthening the segments from 3eq to 4eq, and from 5eq to 6eq,

which reduces entropy, thereby increasing efficiency with pressure.

The parametric plots in Fig. 7.22 corroborate this finding. As the pressure is

raised, there is less of a temperature difference between the hot and cold sides of

the recuperator (Fig. 7.22c). Eventually, this temperature difference goes below the

minimum allowable pinch of 10K and the recuperator shuts itself off, as seen at the

12-bar point in Fig. 7.22b.

Figure 7.22d shows the trade-off that is occurring to cause a local maximum. As

the pressure is raised, the exergy destruction in the recuperator decreases because

the temperature difference between the hot products and cold reactants decreases.

However, the fuel utilization in the SOFC decreases with pressure, leading to in-

creased destruction in the burner with pressure. There is also a small contribution

at higher pressures from turbine destruction.
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Figure 7.21: Attractor trajectory for CXinFBTXout with 10, 5, and 2 bar peak
pressures. Zoomed view at right.

The addition of the recuperator should not change the optimization principles

laid out for the CFBT . The system should still be optimized for fuel cell utilization

despite the fact that less oxidation in the fuel cell would result in a higher turbine inlet

and outlet temperature, which would then improve the range of the heat exchanger.

Figure 7.23 depicts this with a system operating over a range of fuel cell channel

lengths, and therefore fuel cell utilization percentages. As the zoomed graph on the

right indicates, decreasing fuel cell utilization was not beneficial. The work extracted

in the fuel cell outweighs the improvements to the heat exchanger. The gains are most

significant in jumping from the 83.0% utilization at 0.1 m to the 94.9% utilization

at 0.25 m.

Optimal CXinFBTXout

Figure 7.22 indicated a peak efficiency at 0.5 m channel length of 75%. Unlike in the

case of the CFBT , there is only minimal change with fuel cell length, as Fig. 7.24a

shows. By the time the fuel cell length increases to 1.0 m, the fuel utilization remains

above 95% even at relatively high pressures. As such, the efficiency of the fuel cell

system drops slowly with increased pressure. Thus, the turbine inlet temperature
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Figure 7.23: Effect of SOFC length on CXinFBTXout system. Zoomed view at right.

rises slowly with increased pressure. This leads to a greater drop in turbine outlet

temperature at longer length with increased pressure ratio. Figure 7.24b shows the

comparison of the turbine outlet temperature between the two length cases. As

this temperature decreases, the recuperator is more limited in its ability to heat the

reactants, and it turns itself off at a lower pressure than when it was operated with

a shorter fuel cell length.

In the limit at which the system is not restricted by fuel cell utilization, the

pressure of the system should be optimized for the gas-turbine engine, which will be

higher than the present optimum at 5 bar. However, as just discussed, a recuperator

cannot be employed at higher pressures. While limitless membrane length is an

unrealistic, idealized case, one final architecture will be introduced to address this

potential problem.

7.2.3 Another Degree of Freedom: External Heat Transfer

The option of external heat transfer out of the engine to the environment is now

considered. This will be accomplished through the introduction of the intercooler

devce, I. The new general sequence is of the type

(CI)k(XinI)m(FI)n(BI)o(TI)p(XoutI)q
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(a) LHV efficiency and fuel cell utilization.

0 5 10 15 20
600

700

800

900

1000

1100

1200

Pressure [bar]

R
ec

up
er

at
or

 T
pr

od
uc

t,i
n [K

]

 

 

L = 0.5m
L = 1.0m

(b) Recuperator hot-side inlet T.

Figure 7.24: Variation of optimal efficiency with channel length. T = 1000�, λ =
2, recycle ratio = 3

where k, m, n, o, p, and q are arbitrary integers. Most of the possible sequences can

be eliminated immediately. First, there is no reason to intersperse heat exchangers

with intercoolers. On the receiving side, the thermal energy being recuperated is

then immediately rejected. This results in removal of both the heat exchanger and

intercooler. On the donating side, the intercooler limits the amount of energy that

can be recovered. Similarly, interspersing intercoolers with the burner or fuel cell

increases entropy generation of the chemical reaction. Interspersing intercoolers with

turbines removes the ability to produce work and reduces the ability to recover ther-

mal energy, as already discussed. Thus, the only potential candidate is intercooling

between compression stages; with heat recuperation after completing compression.

(CI)kXinFBTXout

The previous section indicated that at high pressures, there was not a sufficient

temperature difference between the post-compressor air and the post-turbine prod-

ucts to add a recuperator. Here the worthiness of the recuperator is revisited when



7.2. SYSTEMATIC ADDITION OF SOFCS 175

5 10 15 20 25 30
0.72

0.73

0.74

0.75

0.76

0.77

0.78

0.79

0.8

Pressure [bar]

LH
V

 E
ffi

ci
en

cy

 

 

1 Intercooler
2 Intercoolers
3 Intercoolers
10 Intercoolers

(a) Efficiency over range of pressures,
number of intercoolers

2 4 6 8 10
0

10

20

30

40

50

60

70

80

90

100

Number of Intercoolers

%
 F

ue
l E

xe
rg

y

 

 

Invertor + Generator
Exhaust
Recuperator
Turbine
Mixer + Burner
Fuel Cell
Compressor
Work

(b) Exergy distribution over number of inter-
coolers

Figure 7.25: Optimal (CI)nCXinFBTXout. T=1000�, λ=1.25, Length=3m, R=3

the air is compressed near isothermally, as opposed to adiabatically. Intercoolers al-

low the rejection of entropy with minimal exergy, thus the recuperator could operate

over a wider range of pressures without being restricted by the post-compressor tem-

perature. Because this architecture involves external heat transfer, the minimization

of sout no longer corresponds to the minimization of Ṡgen. The attractor definition is

then extended to include external destruction, but cannot be used visually here [3].

Figure 7.25a shows that system efficiency increases with the number of inter-

coolers, but that the optimal pressure ratio does not change with added intercoolers

beyond the initial one. While small improvements would continue with an increased

number of intercoolers, three intercoolers seems a reasonable choice, especially given

a peak pressure of 17.5 bar. Figure 7.25b shows how the exergy distribution changes

with added intercoolers for a system at 17.5 bar. As expected, an increased number of

intercoolers decreases the compressor irreversibility. Counterbalancing the decrease

in compressor irreversibility is a slight increase of recuperator irreversibility. This is

reasonable given that increasing the range of the recuperator was one of the primary

benefits of the intercooler. These two opposing effects, combined with the fact that

neither associated destruction term was particularly large to begin with, result in an
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only modest overall gain in efficiency with increased number of intercoolers.

7.3 Conclusions for Use of SOFCs
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Figure 7.26: Best efficiency scenario for each architecture examined

The SOFC-GT double cycle has been systematically optimized with the attrac-

tor method. The attractor diagrams provided the same information as parametric

analyses, but also provided understanding of the causal agents in the changes in

efficiency.

Fuel utilization, which has a large impact on overall efficiency, has a strong depen-

dence on channel length. Thus, the optimal operating pressure, excess air coefficient,

and even architecture, depend upon the available membrane length. Figure 7.26

shows the optimal efficiency for each architecture for the case of a standard fuel cell

length of 0.5 m and for the case of effectively unlimited fuel cell length to achieve

greater than 99.7% utilization in the fuel cell. (This occurs between 1.0 m and 2.0

m for the range of pressures examined.) For the length-limited case, the best archi-

tecture is the CXinFBTXout with a peak LHV efficiency of 75%. For the unlimited

length case, the best archiecture is the (CI)nCXinHFBTXout with a maximum LHV

efficiency of 79%.
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The efficiencies achieved through the optimization process are significantly higher

than for any existing power plant, and provides motivation for more development of

SOFC-GT systems. Because the modeled systems do not use HRSGs, the system

is also much smaller than the MHI triple cycle and might be built to meet a wide

range of desired capacities.
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Chapter 8

Synthesis

Engines are composed of sequences of devices that perform energy transfers and

transformations with the objective of transforming some fraction of a resource into

work. Expanding the range of the types of transfers and transformations leads to

the ability to build more complex architectures with the potential to provide im-

proved efficiency. Historically, this has been done largely in an ad hoc manner via

incremental improvements to existing systems.

This thesis builds off of recent work by Teh and Ramakrishnan to systematically

identify optimally efficient engines for any given set of energy transfers and trans-

formations. These transformations and transfers (degrees of freedom) are performed

in devices representative of the current state-of-the-art. The engine architecture is

expanded by one degree of freedom at a time, after which the complete system’s

parameters are recalculated for optimal thermodynamic performance.

Figure 8.1 summarizes the progress made in expanding the scope of optimized ar-

chitectures. First Teh applied the systematic approach to optimizing the efficiency of

work-regenerative piston-cylinder (batch-combustion) engines. Ramakrishnan then

translated this research to steady-flow combustion and added internal and external

modes of heat transfer. In this dissertation, the steady-flow combustion optimization

is completed with the addition of optimal matter transfer. A restrained chemical

179
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Figure 8.1: Summary of progress in adding degrees of freedom to steady-flow com-
bustion engine optimization.

transformation, in the form of an SOFC, was then introduced to the steady-flow

combustion engine and optimized for heat transfer.

Figure 8.2 shows the results of this evolution, starting with a non-optimized

simple-cycle gas-turbine engine (labeled ‘Simple-Cycle GT). This is typical of most

gas-turbine engines today and has a peak efficiency of approximately 47%. The

individual points on each curve represent the best efficiency/air-specific work combi-

nation for a specific equivalence ratio, starting with 0.2 at the left and increasing in

increments of 0.1 moving right. Varying the equivalence ratio is equivalent to varying

the peak system pressure. For the simple-cycle, the pressure varies from 117 bar at

the leftmost point to 17 bar at the rightmost point.

Ramakrishnan first derived the optimal efficiency possible from a work-regenerative

gas-turbine engine (labeled Opt. Work), which resulted in a CB(TB)nT architec-

ture, in which combustion is first done adiabatically until the maximum temperature

is reached, and then continued isothermally through a series of differential stages of
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turbines and burners. This already leads to a notable improvement in air-specific

work and efficiency over existing architectures.

Additionally optimizing for internal heat transfer results in the red Opt. Work

& Int. Heat curve. Internal heat exchange allows for thermal recuperation from the

expanded product gas, which otherwise would have been wasted in the exhaust. This

brings the peak efficiency up to 57%.

Allowing for external heat transfer in the form of intercooling between compres-

sion stages leads to the yellow curve (labeled Opt. Work, Int. & Ext. Heat) and a

10-percentage point jump in peak efficiency without any compromise in air-specific

work.

There are only four ways to transfer energy: with matter, with radiation, as heat,

or as work. Non-thermal energy (e.g. lasers) is not relevant to combustion engines,

which means the only remaining transfer to optimize for is matter. In this study,

regenerative and external matter transfers were added as degrees of freedom. Ulti-

mately feed-back and feed-forward matter transfer was not helpful in improving the

system efficiency. Water, the only environmental fluid other than air, was introduced

at this point. Water provides an alternative to heat transfer in the effort to recuper-

ate thermal energy. The resulting architecture (labeled Opt. Work, Heat & Matter)

maintains the same device sequence as Ramakrishnan’s optimal heat-and-work se-

quence, but is optimized by adding approximately 5% of the mass of air additionally

as water. The minimal improvement in adding water is a testament to the success of

the previous dry work-and-heat architecture in optimizing the transfers of thermal

energy. Since water does not significantly affect the chemical reaction, there was no

change in the use of chemical exergy.

When water is circulated in a closed, concentric loop with the air, it can expand

below the dead state pressure and take advantage of significant mechanical exergy. In

the process, it loses the ability to maintain thermal contact in the burner, since closed

heat exchangers cannot operate at burner temperatures. This alternative use of water
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results in similar efficiencies, also shown in Fig. 8.2 (labeled Opt. Concentric).1 The

air-specific work is higher for the concentric cycle than the injected wet cycle in large

part due to the significant fraction of the working fluid existing as water (as opposed

to air).

At this point, the architecture is the optimal combination of compressors, burners,

turbines, and heat exchangers using chemical fuel, air, and water. It represents an

improvement on existing power plants and is entirely composed of existing technolo-

gies. In order to take one further step toward improving efficiency, a new chemical

reaction device is needed.

In Chap. 7, solid-oxide fuel cells were integrated into the optimal architecture.

The fuel cell oxidizes the fuel while directly producing electricity. (As compared to

the burner, which produces sensible energy that later is extracted in a turbine.) Using

a solid-oxide fuel cell to complete the majority of the chemical reaction significantly

reduced the entropy production due to chemical reaction, and therefore increased

overall efficiency. A burner is still required after the fuel cell in order to react the

incompletely oxidized fuel cell products, but this burner has the benefit of operating

at high temperatures, which increases its performance.

Adding the architectures for solid-oxide fuel cell integration to Fig. 8.2 completes

this study. The solid-oxide fuel cell, gas turbine engine reaches an efficiency of 75%

with internal thermal recuperation. When external heat transfer in the form of

compressor intercooling is also allowed, the architecture reaches a remarkable 79%

LHV efficiency. Furthermore, the air-specific work is approximately three times that

of the Brayton cycle. Compared to modern high-performance power plants that

use a combined cycle to recuperate thermal energy, this fuel cell system does not

require a heat recovery steam generator (HRSG) and could hypothetically be built

on a wider range of scales. This could potentially lead to improved economics over

1This architecture, as well as the two fuel cell systems that follow, are only represented by a
single point rather than a curve. The integration between the various cycle components is complex
enough that the engine only operates at specific equivalence ratios, as opposed to over a wide
dynamic range.
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current proposals involving a triple cycle of a solid-oxide fuel cell, gas turbine, and

steam turbine [139].

Each curve in Fig. 8.2 represents the addition of an additional degree of freedom.

At one end of the operating range for each architecture curve, the new degree of

freedom is essentially unused and the curve collapses onto the previous curve. The

work-optimized curve in blue converges with the black unoptimized curve at low

equivalence ratios where the chemical reaction is done entirely in a single combus-

tor. The curve adding in internal heat collapses onto the work-only curve at high

equivalence ratios when essentially no thermal recuperation occurs. At low equiv-

alence ratios, the amount of external heat transfer as intercooling is negligible and

the yellow and red curves converge.

8.0.1 Optimization Methodologies

Ultimately, the above optimally-efficient engine architectures were derived using a

systematic thermodynamic approach developed by Ramakrishnan. A single degree of

freedom in the form of a new fluid, device, or transfer mode is added one at a time and

the entire system is re-evaluated for optimal parameters. The limit in which each new

degree of freedom is “turned off” must result in the preceding optimal architecture.

If this were not the case, then every possible permutation of devices would have to

be evaluated for each degree of freedom, resulting in combinatorially growth in the

number of candidate architectures with the number of degrees of freedom.

However, for the exact reasons that the systematic thermodynamic approach is

successful, it is also time intensive. It can only add one degree of complexity at

a time, and requires significant expert knowledge of thermodynamics and energy

systems.

Based on successes achieved with similar optimization problems, a stochastic

numerical approach was also investigated. Unlike the thermodynamic approach, at

least hypothetically, many new degrees of freedom can be simultaneously introduced.

Relatively little expert knowledge is required, which also has the positive attribute
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of avoiding unintentional human bias. Unfortunately, without this knowledge, the

problem ends up being far too large for successful computation. The space of possible

solutions could not be scanned in a reasonable time frame with a modern computer.

The stochastic approach could potentially be used to solve more targeted prob-

lems that incorporate some element of human intuition. For example, larger build-

ing blocks for devices could be used. Instead of asking the computer to “discover”

a B(TB)n combustion strategy, a single device could be available that performs

isothermal combustion and expansion. Such larger building blocks, combined with

upgrades in the algorithmic efficiency could potentially lead to more successful use of

the stochastic approach. It is unclear, however, how large the building blocks would

have to be in order to develop complex architectures, and whether these would then

be so large that the human intuition entirely dictated the methodology, thereby

defeating some of the benefits of searching stochastically.

8.0.2 Ramifications for Combined Cycles

The most efficient existing power plants use a simple-cycle gas-turbine coupled to a

steam cycle that receives thermal energy from the exhaust of the gas turbine. This

type of combined cycle has not yet been studied with the systematic thermodynamic

approach. However, the most recent results in Chap. 6 regarding optimal matter

transfer give some intuition of how combined cycles fit into the overall optimal ar-

chitecture landscape.

In Chap. 6, the possibility was introduced of using a separate water stream cir-

culating in parallel with the gas cycle. By closing the water loop, the condensor

is set by the saturation pressure of water at ambient temperature. This pressure

is significantly lower than ambient pressure, and the water cycle benefits from the

extra expansion in the turbine, while only having to re-pressurize a liquid. This in

fact is a (concentric) combined cycle. Instead of the traditional strategy of heating

the water from the gas turbine exhaust, the water is in thermal contact with the
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gas throughout compression and expansion (below the maximum allowable heat ex-

changer temperature). The water in the concentric cycle therefore gets hotter than

water in a standard combined cycle. However, in receiving this thermal energy, the

water is removing thermal energy from the gas cycle, which could have been available

for expansion.

While this is a trade-off, the thermal energy is extracted, regardless, in one of

the two fluid cycles. As such, it seems unlikely that there is a substantial efficiency

difference in routing the water with the gas cycle, or simply through an HRSG.

The main reason the concentric cycle is more efficient than existing combined cycles

is due to the architectural changes that reduce irreversibility during combustion.

Thus, it seems reasonable that the concentric cycles serves as an approximate upper

bound on the efficiency of a combined gas/water cycle using combustion for chemical

conversion.

The decision about which approach to use with water then likely comes down

to economics and logistics, not thermodynamics. The concentric cycle is fairly com-

plex, but the mixed air/water version is nearly as efficient and simpler. There is

no HRSG, which tends to dominate the physical footprint of combined cycle plants.

Thus, the wet cycle could potentially be built to meet a wider range of capacity

demands. On the other hand, the optimized wet cycle involves a less-conventional

combustion strategy with more devices. Further research into the implementation

of the optimized wet cycle would be needed to make an assessment of competitive

viability.

8.1 Future Work

Two main lines of research could come out of this current work. The first line is a

continuation of the theoretical thermodynamic study of optimal work extraction. On

the current trajectory of optimizing steady-flow combustion engines, there are a few

areas left to explore. The solid-oxide fuel cell/gas turbine system was not optimized
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for matter transfers. This could potentially lead to further gains in efficiency. It

would also be a next logical step in the study of matter transfers because the role of

water is no longer strictly thermal. Water is a chemical participant in the principal

fuel cell reactions (reforming and water-gas shift).

Beyond that, the next step would be to begin to introduce chemical separations.

Separations, even through simple flash processes, can allow for more interesting pro-

cess paths for previously mixed fluids. The ability to condense and recirculate water

could lead to benefits – including mixed wet/combined cycles that inject water into

air only to separate it out later for expansion. Also significant would be an explo-

ration of carbon dioxide separations and the co-optimization of systems for efficiency

and environmental benefit.

The second line of research involves studies of implementation plausibility for

the various architectures proposed. Thermodynamics was the only optimization goal

for this work, but in order to build systems, they have to be funded, constructed,

operated, and maintained. All of these aspects require significant investigation. The

choice of the best use of water, in particular, will hinge on these choices since the

thermodynamic results yield multiple equivalent possibilities. Some of this work is al-

ready underway, particularly with solid-oxide fuel cells. Mitsubishi Heavy Industries’

reports indicate that there is a potential commercial pathway toward implementation

of high-efficiency power plants. However, to have a positive impact on climate, these

systems need to be built soon, and for that to happen, they must be both economic

and easily operable.

Hopefully fifty years from now, none of the systems discussed in this dissertation

will be newly built because the world will have largely switched to renewable energy

resources. However, to get to that point, while minimizing climate risk, fossil fuels

today have to be used as efficiently as possible. This thesis provides many promising

avenues using current technologies to improve fossil fuel systems in the near future.
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Additionally, this work demonstrates the power of applying systematic optimiza-

tion methodologies to engineering problems. Using this approach to optimize steady-

flow combustion engines uncovered initially counter-intuitive conclusions, such as the

advantages of compressing air after recuperative heat exchange, or the limited value

in adding water to an already thermally-integrated system. Incremental progress

can, and certainly has, been made by modifying existing architectures. However, by

starting with very simple systems and slowly stepping out complexity using the laws

of physics, more dramatic progress is possible.
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