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Abstract 

The astounding advances in technology and standards of living over the past three 

centuries have been supported by the ready availability of cheap and reliable energy 

sources throughout the world.  From coal to oil and natural gas, new fuels have 

continuously been discovered and developed in order to enable further increases in 

consumption. 

These fuels that power our 21
st
 century lives, however, are finite and increasingly 

constrained, signifying that the modern energy supply system is unsustainable.  Further, 

mounting evidence has made clear the global environmental implications of continued 

fossil fuel use.  With the worldwide appetite for energy continuing to grow at a rapid 

pace, the development of new technologies that can produce electricity and fuels in a 

sustainable and environmentally friendly manner is of paramount importance. 

One such technology that holds promise as a clean and efficient energy generation 

source is the solid oxide based carbon fuel cell.  These cells, which operate directly on 

pulverized coals or biomasses, have the ability to convert solid carbonaceous fuels into 

electricity and hydrogen spontaneously and at high overall efficiencies.  Further, the cell 

itself operates as an air-seperation device, resulting in a product stream of near-capture 

ready carbon dioxide that can be sequestered, enabling zero or even negative emissions 

power production to be realized. 

In order to explore the potential of carbon fuel cell devices and understand the 

operational potential of systems built around carbon fuel cells, an integrated and coupled 

model of carbon fuel cell behavior was developed. The model includes a comprehensive 

dry gasification mechanism used to model the conversion process of the solid fuel, as 

well as detailed electrochemistry kinetics based upon reaction mechanisms at each 

electrode surface.  Mass and heat transport phenomena are included in the model in order 
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to accurately predict carbon fuel cell behavior.  Experimental measurements of carbon 

fuel cell devices were performed in order to both validate and inform the model by 

providing necessary kinetic parameters.  Finally, the model was exercised for a variety of 

carbon fuel cell designs, fuels, materials, and geometries, in order to reveal and explain 

the operational characteristics of solid oxide based carbon fuel cells. 

The results of this modeling study reveal that carbon fuel cells operating with air 

as an oxidizer have a fundamental tradeoff between system efficiency and cell power 

density.  An optimal operational point was identified for a tubular system geometry that 

allowed for power densities of 1 W/cm
2
 with an overall efficiency approaching 65% for a 

device with a bed height of 50 mm.  For cells operating with steam as the oxidizer, the 

co-production of hydrogen and electricity allowed for higher overall efficiencies, albeit 

with a required heat input.  For the geometry studied, a maximum efficiency point near 

90% was found, corresponding to a hydrogen production rate of 8 kg/m
2
 day at the short 

circuit condition.  

Finally, a coupled device made up two carbon fuel cells, known as a steam-

carbon-air fuel cell, was studied, which allowed for the coproduction of hydrogen and 

electricity with no external heat or work input.  For the modeled geometry, a maximum 

efficiency of over 78% was demonstrated near a solution point with a hydrogen 

production rate of 1.3 kg/(m
2
 day) and an electric power density of 55 mW/cm

2
.  Further, 

a maximum hydrogen production point was also identified, which represented a six-fold 

increase in hydrogen production rate density when compared to a single carbon fuel cell 

operating with steam as the oxidizer.  



 

 

 

 

vii 

 

 

Acknowledgments 

The decision to quit your job, drop everything, and move 3,128.8 miles from 

Boston to Palo Alto in order to spend multiple years of your life pursuing a docrotral 

degree is never one to be taken lightly.  And when that decision involves uprooting and 

moving a spouse as well, a conversation to discuss the proposed change is a prudent step.  

I clearly remember the evening in Boston’s North End when I first engaged in this 

conversation with my wife, and I vividly remember the moment seconds later when she 

correctly called me out for having already made up my mind.  Despite this, less than a 

year later we were settling in to our new lives on the west coast.  Liz, your support and 

dedication during this process have been essential components of my success, and this 

journey would have been considerably rockier without your continual encouragement.  

You were always there to listen, to help, to support, and I hope I one day have the 

opportunity to return the favor.    

My journey to and through Stanford would also not have been possible without 

the support of a number of others.  Evelyn Wang at MIT provided essential guidance and 

help in identifying my desire to pursue a Ph.D., and to pursue it at Stanford.  Stuart 

Brown was also an essential supporter, choosing to applaud my decision after only 4 

months with his company, and more importantly to continue to employ me for the next 8 

months until I left Boston.  Tom Kenny at Stanford took a chance by admitting me into 

his lab at Stanford.  All of my friends, family, and colleauges, too numerous to list here, 

who supported me through research, my work at the Stanford Energy Club, and socially.  

My qualification examination committee, reading committee, and defense committee for 

countless hours of work on my behalf.  And of course to Professors Reginald Mitchell 

and Turgut   r, who brought on a student with no electrochemical background to work 

no a fuel cell project, and who encouraged and supported me throughout my time at 

Stanford.   



 

 

 

 

viii 

 

 

Finally, I wish to thank my government of the United States of America, who 

provided my funding through the DoD, Air Force Office of Scientific Research, National 

Defense Science and Engineering Graduate (NDSEG) Fellowship, 32 CFR 168a.  This 

funding gave me considerable freedom in my research choices, and allowed me to pursue 

a topic I found to be of considerable interest. 



 

 

 

 

ix 

 

 

Table of Contents 

List of Tables .....................................................................................................................xv 

List of Figures .................................................................................................................. xix 

1. Introduction ....................................................................................................................1 

1.1. Motivation: The Energy Challenge ......................................................................3 

1.1.1. Finite Supply: Fossil Fuels as Energy Resource .........................................3 

1.1.2. An Altered World: Fossil Fuel Impacts on the Environment .....................8 

1.1.3. Booming Demand: The Rapidly Growing and Developing World ..........12 

1.2. Background: Solid Fuels for Electricity and Hydrogen .....................................14 

1.2.1. Coal and Biomass as Fuels .......................................................................14 

1.2.2. Solid Fuel Utilization Strategies for Conventional Electricity 

Production ............................................................................................17 

1.2.3. Hydrogen as Energy Carrier .....................................................................20 

1.2.4. Solid Fuel Utilization Strategies for Conventional Hydrogen 

Production ............................................................................................23 

1.2.5. Fuel Cells: Types and Technologies .........................................................23 

1.2.6. Solid Fuel Utilization in Fuel Cells ..........................................................26 

1.3. Scope and Objectives: A Carbon Fuel Cell Model ............................................30 

2. The Carbon Fuel Cell ...................................................................................................33 

2.1. Carbon Bed Thermodynamics ...........................................................................33 

2.1.1. The CO-Shuttle Mechanism .....................................................................34 

2.1.2. Boudouard Equilibrium ............................................................................35 

2.1.3. Coking Concerns .......................................................................................37 

2.2. Electricity Production: The Air-Carbon Fuel Cell .............................................39 

2.2.1. Electrochemical Combustion ....................................................................39 

2.2.2. ACFC Open Circuit Voltage .....................................................................42 

2.2.3. Previous Work on ACFCs ........................................................................47 



 

 

 

 

x 

 

 

2.3. The Steam-Carbon Fuel Cell .............................................................................48 

2.3.1. Electrochemical Reforming and Water-Gas Shift ....................................48 

2.3.2. SCFC Open Circuit Voltage .....................................................................52 

2.3.3. Previous Work on SCFCs .........................................................................56 

2.4. The Hybrid Steam-Carbon-Air Fuel Cell ..........................................................57 

2.4.1. Complementary Operation ........................................................................57 

2.4.2. Thermally Integrated ACFC Overdriven SCFC .......................................58 

2.4.3. SCAFC Proof-of-Concept .........................................................................60 

3. CFC Model Modules....................................................................................................67 

3.1. Highlights from Previous Work on SOFC Models ............................................68 

3.2. The Boudouard Gasification Module.................................................................72 

3.2.1. The Boudouard Reaction Mechanism .......................................................72 

3.2.2. Governing Equations and Coupling Parameters .......................................76 

3.2.3. Module Parameter Summary ....................................................................79 

3.2.4. Experimental Derivation of Kinetic Parameters .......................................81 

3.2.4.1. Char Sample Preparation and Particle Sizing ..................................81 

3.2.4.2. Specific Surface Area Determination ..............................................83 

3.2.4.3. Temperature Programmed Desorption .............................................87 

3.2.4.4. Arrhenius Fitting to Remaining Parameters ....................................93 

3.2.5. Kinetic Parameters for Selected Fuels ......................................................96 

3.2.5.1. Corn Stover ......................................................................................97 

3.2.5.2. Wood Bark .....................................................................................102 

3.2.5.3. Rice Straw ......................................................................................106 

3.2.5.4. Almond Shell .................................................................................110 

3.2.5.5. Wyodak Coal .................................................................................114 

3.2.5.6. Activated Carbon ...........................................................................115 

3.3. The Packed Bed Convection and Diffusion Module .......................................120 

3.3.1. Convection: Governing Equations and Coupling Parameters ................121 

3.3.2. Diffusion: Governing Equations and Coupling Parameters....................124 



 

 

 

 

xi 

 

 

3.3.3. Module Parameter Summary ..................................................................127 

3.4. The Packed Bed Heat Transfer Module ...........................................................129 

3.4.1. Governing Equations and Coupling Parameters .....................................129 

3.4.2. Module Parameter Summary ..................................................................138 

3.5. The Laminar Gas Convection and Diffusion Module......................................140 

3.5.1. Convection: Governing Equations and Coupling Parameters ................140 

3.5.2. Diffusion: Governing Equations and Coupling Parameters....................143 

3.5.3. Module Parameter Summary ..................................................................146 

3.6. The Gas Phase Heat Transfer Module .............................................................148 

3.6.1. Convection and Conduction: Governing Equations and Coupling 

Parameters ..........................................................................................148 

3.6.2. Radiation: Governing Equations and Coupling Parameters ...................151 

3.6.3. Module Parameter Summary ..................................................................157 

3.7. The Electrochemistry Module..........................................................................159 

3.7.1. Ion Transport: Governing Equations and Coupling Parameters .............160 

3.7.1.1. Electrochemical Reduction of Oxygen ..........................................166 

3.7.1.2. Electrochemical Reduction of Water .............................................170 

3.7.1.3. Electrochemical Oxidation of Carbon Monoxide ..........................175 

3.7.2. Conduction: Governing Equations and Coupling Parameters ................181 

3.7.3. Module Parameter Summary ..................................................................182 

3.7.4. Experimental Derivation of Kinetic Parameters .....................................184 

3.7.4.1. Experimental Setup ........................................................................184 

3.7.4.2. Electrochemical Impedance Spectroscopy ....................................187 

3.7.5. Kinetic Parameters for Selected Electrode Systems ...............................196 

3.7.5.1. Platinum .........................................................................................196 

3.7.5.2. Nickel Cermet ................................................................................201 

3.7.5.3. Lanthanum Strontium Manganite Cathodes ..................................204 

3.8. The Balance of System Module .......................................................................207 

3.8.1. Cell Operating Parameters ......................................................................207 



 

 

 

 

xii 

 

 

3.8.2. Cell Efficiency ........................................................................................211 

3.8.3. Balance of System...................................................................................215 

3.8.4. Module Parameter Summary ..................................................................220 

3.9. Building and Solving a CFC Model.................................................................222 

3.9.1. The Model Domain .................................................................................223 

3.9.2. The Model Modules ................................................................................225 

3.9.3. Computing the Model Solution ...............................................................228 

4. The Packed Carbon Bed Reactivity Model ................................................................233 

4.1. Model Design and Parameters .........................................................................234 

4.2. Model Validation .............................................................................................239 

4.3. Model Results and Discussion .........................................................................244 

5. The Air-Carbon Fuel Cell Model ...............................................................................253 

5.1. Model Design and Parameters .........................................................................253 

5.2. Model Validation .............................................................................................263 

5.3. Planar Cell Model Results and Discussion ......................................................264 

5.4. Tubular Cell Model Results and Discussion ....................................................274 

6. The Steam-Carbon Fuel Cell Model ..........................................................................285 

6.1. Model Design and Parameters .........................................................................285 

6.2. Model Validation .............................................................................................289 

6.3. Model Results and Discussion .........................................................................290 

7. The Steam-Carbon-Air Fuel Cell Model ...................................................................299 

7.1. Model Design and Parameters .........................................................................300 

7.2. Model Results and Discussion .........................................................................306 

8. Summary of Results and Conclusions .......................................................................317 

8.1. Results from CFC Models ...............................................................................318 

8.2. Recommendations for Future Work.................................................................321 

Appendix A. Sulfur Sorbent Study ................................................................................323 

Appendix B. Experimental Setup ..................................................................................327 

B.1. Electrode Preparation ......................................................................................327 



 

 

 

 

xiii 

 

 

B.2. Cell Support Assembly....................................................................................328 

B.3. Mechanical Connections .................................................................................329 

B.4. Electrical Connections.....................................................................................333 

Appendix C. Data Extraction and Fitting Code ............................................................335 

C.1. Gas Chromatography Analysis........................................................................335 

C.2. Butler-Volmer Analysis ..................................................................................337 

C.3. TPD Analysis ..................................................................................................338 

C.4. TGA Data Analysis .........................................................................................342 

Appendix D. Model and Module Code .........................................................................361 

D.1. Carbon Bed Reactivity Model Source Code ...................................................361 

D.2. Air-Carbon Fuel Cell Model Source Code .....................................................372 

D.3. Steam-Carbon Fuel Cell Model ......................................................................390 

D.4. Model Support Functions ................................................................................408 

D.4.1. FindI.m ...................................................................................................408 

D.4.2. FindIH2O.m ...........................................................................................411 

D.4.3. Keff.m ....................................................................................................414 

D.4.4. K2quad.m and k4rquad.m ......................................................................415 

D.4.5. Air_anode.m, Steam_Anode.m, Anode.m .............................................416 

D.4.6. Cell_Efficiency.m and System_Efficiency.m ........................................418 

References ........................................................................................................................433 

 

 

 

 

  



 

 

 

 

xiv 

 

 

 



 

 

 

 

xv 

 

 

List of Tables 

Number Page 

Table 1-1: Higher heating value (HHV) for multiple solid fuels [36] ...............................16 

Table 3-1: The Boudouard reaction mechanism [131] ......................................................72 

Table 3-2: Constant input parameters of the Boudouard gasification module ..................80 

Table 3-3: Coupled parameters of the Boudouard gasification module ............................80 

Table 3-4: List of TGA experiments conducted for each fuel char.  Each experiment 

is run twice: once with a char sample and once as a ‘blank’ to measure 

background noise. ............................................................................................94 

Table 3-5: Average size, specific surface area, and Boudouard kinetic parameters for 

corn stover char.  Units for Ai are consistent with a reaction rate in 

[mol/m
2
s]........................................................................................................100 

Table 3-6: Average size, specific surface area, and Boudouard kinetic parameters for 

wood bark char.  Units for Ai are consistent with a reaction rate in 

[mol/m
2
s]........................................................................................................105 

Table 3-7: Average size, specific surface area, and Boudouard kinetic parameters for 

rice straw char.  Units for Ai are consistent with a reaction rate in 

[mol/m
2
s]........................................................................................................109 

Table 3-8: Average size, specific surface area, and Boudouard kinetic parameters for 

almond shell char.  Units for Ai are consistent with a reaction rate in 

[mol/m
2
s]........................................................................................................113 

Table 3-9: Average size, specific surface area, and Boudouard kinetic parameters for 

Wyodak char.  Units for Ai are consistent with a reaction rate in [mol/m
2
s].  

Data courtesy of Matt Tilghman in support of NREL project DE-FC26-

10FE0005372 [140]. ......................................................................................115 



 

 

 

 

xvi 

 

 

Table 3-10: Average size, specific surface area, and Boudouard kinetic parameters for 

activated carbon [130].  Units for Ai are consistent with a reaction rate in 

[mol/m
2
s]........................................................................................................119 

Table 3-11: Lennard-Jones parameters for common gases [141] ....................................123 

Table 3-12: Constant input parameters of the packed bed convection and diffusion 

module............................................................................................................128 

Table 3-13: Coupled parameters of the packed bed convection and diffusion module ...128 

Table 3-14:Values for void fraction       and contact point density n for loose and 

dense packing structures [143].......................................................................136 

Table 3-15: Constant input parameters of the packed bed heat transfer module .............139 

Table 3-16: Coupled parameters of the packed bed heat transfer module .......................139 

Table 3-17: Coupled parameters of the laminar flow convection and diffusion module 147 

Table 3-18: Constant input parameters of the gas phase heat transfer module ...............158 

Table 3-19: Coupled parameters of the gas phase heat transfer module .........................158 

Table 3-20: Mechanism for the electrochemical reduction of oxygen [149] ...................166 

Table 3-21: Mechanism for the electrochemical reduction of water [149] .....................170 

Table 3-22: Mechanism for the electrochemical oxidation of carbon monoxide [162] ..176 

Table 3-23: Constant input parameters of the electrochemistry module .........................183 

Table 3-24: Coupled parameters of the electrochemistry module ...................................183 

Table 3-25: Parameters used to produce the EIS spectrum in Figure 3-63. ....................193 

Table 3-26: Exchange current density factor Arrhenius fit parameters for platinum 

electrodes. ......................................................................................................200 

Table 3-27: Exchange current density factor Arrhenius fit parameters for nickel 

cermet electrodes. ..........................................................................................204 

Table 3-28: Exchange current density factor Arrhenius fit parameters for LSM 

cathodes..........................................................................................................206 

Table 3-29: Constant input parameters of the balance of system module .......................221 

Table 3-30: Coupled parameters of the balance of system module .................................221 

Table 3-31: Important calculated parameters of the balance of system module ..............221 



 

 

 

 

xvii 

 

 

Table 4-1: Packed carbon bed model inputs.  Inputs required by the model modules 

can be found in the appropriate table in Chapter 3. .......................................237 

Table 4-2: Important packed carbon bed model outputs .................................................237 

Table 5-1: ACFC model inputs.  Inputs required by the various modules utilized by 

this model can be found in the appropriate table in Chapter 3. .....................258 

Table 5-2: Important ACFC model outputs .....................................................................258 

Table 6-1: SCFC model inputs.  Inputs required by the model modules can be found 

in the appropriate table in Chapter 3. .............................................................288 

Table 6-2: Important packed carbon bed model outputs .................................................288 

Table 7-1: SCAFC model inputs.  Inputs required by the model modules can be found 

in the appropriate table in Chapter 3. .............................................................303 

Table 7-2: Important SCAFC model outputs ...................................................................303 

Table B-1: Electrode sintering recipe ..............................................................................328 

 

 

 

 

  



 

 

 

 

xviii 

 

 

 



 

 

 

 

xix 

 

 

List of Figures 

Number Page 

Figure 1-1: Fraction of energy consumed in the United States from various fossil and 

biomass sources.  The advent of the industrial revolution, and the 

following increases in the use of oil and natural gas, are clearly shown in 

the figure [9] ......................................................................................................4 

Figure 1-2: Historical data showing the relative fraction of total global energy 

consumption by source.  The breakdown has remained relatively flat over 

the past half-century [13]. ..................................................................................6 

Figure 1-3: Cost of various fuel sources over time per unit of energy embedded in 

each fuel.  Prices have been adjusted to real 2008 dollars. [9,13] .....................6 

Figure 1-4: Energy Consumption in the United States as a function of time.  The 

exponential growth after the industrial revolution is apparent [9]. ..................13 

Figure 1-5: Annual electricity demand per capita in a selection of countries and 

regions [33]. .....................................................................................................14 

Figure 1-6: Schematic of a solid-fuel driven Rankine-cycle power plant. ........................17 

Figure 1-7: A low temperature PEM electrolysis cell. ......................................................22 

Figure 1-8: Schematic of a solid oxide fuel cell operating on hydrogen with an yttria 

stabilized zirconia (YSZ) electrolyte. ..............................................................26 

Figure 2-1: The CO-shuttle mechanism.  Carbon in the anode chamber (dark grey) 

reacts with CO2 diffusing through the bed to form CO, which reacts at the 

anode surface to produce more CO2. ...............................................................35 

Figure 2-2: Boudouard equilibrium concentration of CO as a function of system 

temperature. .....................................................................................................37 

Figure 2-3: The C-H-O ternary diagram.  Lines represent the boundary of the coking 

region for various operating temperatures [80]. ..............................................38 

Figure 2-4: Schematic of an air-carbon fuel cell ...............................................................40 



 

 

 

 

xx 

 

 

Figure 2-5: Control volume surrounding an ACFC for thermodynamic analysis. ............41 

Figure 2-6: Theoretical open circuit voltage for an ACFC. ...............................................46 

Figure 2-7: Schematic of a steam-carbon fuel cell ............................................................50 

Figure 2-8: Equilibrium mole fraction of water in the reforming plus water-gas shift 

reaction (blue, left axis) as well as the heat required per mole of carbon to 

drive this reaction forward (red, right axis) as a function of temperature .......51 

Figure 2-9: Control volume surrounding a SCFC cell for use in a thermodynamic 

analysis .............................................................................................................51 

Figure 2-10: Open circuit voltage of an air-carbon fuel cell and a hydrogen fueled 

SOFC at various steam to hydrogen ratios.  The difference in these 

voltages, shown as a vertical arrow, represents the theoretical open circuit 

voltage of a steam-carbon fuel cell device. ......................................................54 

Figure 2-11: Open circuit voltage of a steam-carbon fuel cell as a function of both 

temperature and cathode steam to hydrogen ratio ...........................................56 

Figure 2-12: Diagram of a steam-carbon-air fuel cell device ............................................60 

Figure 2-13: Schematic of the fuel cell experimental setup.  A button cell is affixed to 

the end of a YSZ tube and suspended within a quartz reactor chamber. .........62 

Figure 2-14: Series configuration.  The load used is a potentiostat/galvanostat ...............63 

Figure 2-15: Parallel configuration.  The load used is a potentiostat/galvanostat .............63 

Figure 2-16: The DC current-voltage response of the coupled test cell at 900° C with 

the galvanostat connected in series.  Positive voltage is according to the 

SCFC ................................................................................................................63 

Figure 2-17: The DC current-voltage response of the coupled test cell at 900° C with 

the potentiostat connected in parallel.  Positive voltage is according to the 

SCFC ................................................................................................................63 

Figure 2-18: Independent I-V response of the ACFC (squares) and SCFC (x).  The 

intersection is the expected operation point of a coupled cell with no 

external power outputs or inputs.  The ‘parallel reading’ line length 

indicates the current density that is expected to be measured by a 



 

 

 

 

xxi 

 

 

potentiostat attached in parallel at a voltage of 0.1 V, and the ‘series 

reading’ line length indicates the expected voltage reading on a 

galvanostat connected in series and held at 120 mA/cm
2
 ................................64 

Figure 3-1: Flowchart diagram of Boudouard gasification module showing the 

coupled inputs and outputs...............................................................................80 

Figure 3-2: Schematic of pyrolysis chamber used to produce fuel chars ..........................83 

Figure 3-3: Example BET measurement output.  This measurement was taken for 

corn stover char at 0% conversion.  The blue line shows the measured 

output, while the red line shows the output when corrected for background 

effects, such as buoyancy and drag. .................................................................85 

Figure 3-4: Fit to processed BET data from Figure 3-3.  The slope of the fit line 

corresponds to the parameter A, and the intercept corresponds to 

parameter I, used in Equations (3.31) and (3.32). ............................................86 

Figure 3-5: Particle size distribution and normal fit to data for raw corn stover. 

μ = 62.17 μm,  σ = 19.16 μm ...........................................................................97 

Figure 3-6: Particle size distribution and Weibull fit to data for corn stover char. 

μ = 45.66 μm,  σ = 25.29 μm, A = 3.64, B = 0.63 ...........................................97 

Figure 3-7: SEM image of corn stover char .......................................................................98 

Figure 3-8: BET surface area results for corn stover char.  Sg,C,O = 244.6 m
2
/g, ψ = 

3.24...................................................................................................................99 

Figure 3-9: TPD data and fit for corn stover char, reaction 2.  E2 = 360.6 kJ/mol, 

σ2 = 30.5 kJ/mol ...............................................................................................99 

Figure 3-10: TPD data and fit for corn stover char, reaction 4r.  E4r = 429.6 kJ/mol, 

σ4r = 47.5 kJ/mol ..............................................................................................99 

Figure 3-11: TGA results for corn stover at 1073 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................101 

Figure 3-12: TGA results for corn stover at 1173 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................101 



 

 

 

 

xxii 

 

 

Figure 3-13: TGA results for corn stover at 1273 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................101 

Figure 3-14: found k values and fitted Arrhenius curves for corn stover reactions 1f, 

1r, 3, 4f, and 5 ................................................................................................101 

Figure 3-15: Growing region for Norwegian pine [138]. ................................................102 

Figure 3-16: Particle size distribution and fit to data for pine bark char. μ = 59.7 μm,  

σ = 25.9 μm ....................................................................................................103 

Figure 3-17: SEM image of wood bark char ...................................................................103 

Figure 3-18: BET surface area results for wood bark char.  Sg,C,O = 108.3 m
2
/g, ψ = 

3.45.................................................................................................................104 

Figure 3-19: TGA results for wood bark at 1073 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................105 

Figure 3-20: TGA results for wood bark at 1173 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................105 

Figure 3-21: TGA results for wood bark at 1273 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................106 

Figure 3-22: found k values and fitted Arrhenius curves for wood bark reactions 1f, 

1r, 3, 4f, and 5 ................................................................................................106 

Figure 3-23: Particle size distribution and normal fit to data for raw rice straw. 

μ = 57.53 μm,  σ = 21.4 μm ...........................................................................107 

Figure 3-24: Particle size distribution and Weibull fit to data for rice straw char. 

μ = 50.3 μm,  σ = 30.4 μm, A = 56.39, B = 1.7 .............................................107 

Figure 3-25: SEM image of rice straw char .....................................................................107 

Figure 3-26: BET surface area results for rice straw char.  Sg,C,O = 257.6 m
2
/g, ψ = 

1.89.................................................................................................................108 

Figure 3-27: TGA results for rice straw at 1073 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................109 

Figure 3-28: TGA results for rice straw at 1173 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................109 



 

 

 

 

xxiii 

 

 

Figure 3-29: TGA results for rice straw at 1273 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................110 

Figure 3-30: found k values and fitted Arrhenius curves for rice straw reactions 1f, 1r, 

3, 4f, and 5 .....................................................................................................110 

Figure 3-31: Particle size distribution and fit to data for almond shell char. μ = 45.1 

μm,  σ = 21.1 μm ............................................................................................111 

Figure 3-32: SEM of almond shell char ...........................................................................111 

Figure 3-33: BET surface area results for almond shell char.  Sg,C,O = 215.2 m
2
/g, ψ = 

2.85.................................................................................................................112 

Figure 3-34: TGA results for almond shell at 1073 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................113 

Figure 3-35: TGA results for almond shell at 1173 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................113 

Figure 3-36: TGA results for almond shell at 1273 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed) .......................................................114 

Figure 3-37: found k values and fitted Arrhenius curves for almond shell reactions 1f, 

1r, 3, 4f, and 5 ................................................................................................114 

Figure 3-38: Particle size distribution for Fisher activated carbon. μ = 71.2 μm, 

σ = 15.0 μm (data from [130]) .......................................................................116 

Figure 3-39: SEM image of activated carbon material [130] ..........................................117 

Figure 3-40: SEM image of activated carbon material [130] ..........................................117 

Figure 3-41: BET surface area results for activated carbon (data from [130]).  

Sg,C,O = 750 m
2
/g, ψ = 2.7 ...............................................................................117 

Figure 3-42: TPD data and fit for activated carbon, reaction 2 (data from [130]).  

E2 = 375 kJ/mol, σ2 = 28 kJ/mol ....................................................................118 

Figure 3-43: TPD data and fit for activated carbon, reaction 4r (data from [130]).  

E4r = 455 kJ/mol, σ4r = 53 kJ/mol ..................................................................118 

Figure 3-44: TGA results for activated carbon on CO/CO2 mixtures (data from [130]).  

Prediction based on fitted Arrhenius parameters is shown (dashed) .............119 



 

 

 

 

xxiv 

 

 

Figure 3-45: TGA results for activated carbon on CO2/N2 mixtures at 1173 K (data 

from [130]).  Prediction based on fitted Arrhenius parameters is shown 

(dashed) ..........................................................................................................119 

Figure 3-46: TGA results for activated carbon in CO2 (data from [130]).  Prediction 

based on fitted Arrhenius parameters is shown (dashed)...............................120 

Figure 3-47: Flowchart diagram of the packed bed convection and diffusion module 

showing the coupled inputs and outputs ........................................................128 

Figure 3-48: Illustration of the five heat transfer modes considered in the lumped 

effective bed conductivity ..............................................................................131 

Figure 3-49: Illustration of the solid angle defining the stagnant fluid boundary layer 

heat conduction interaction zone between two neighboring particles. ..........135 

Figure 3-50: Flowchart diagram of the packed bed heat transfer module showing the 

coupled inputs and outputs.............................................................................139 

Figure 3-51: Flowchart diagram of the laminar flow convection and diffusion module 

showing the coupled inputs and outputs ........................................................147 

Figure 3-52: Transmittance spectra for CO (top), CO2 (middle), and H2O (bottom) for 

a path length of 10 cm [149]. .........................................................................153 

Figure 3-53: Energy balance on a boundary, showing incident radiation (H), reflected 

radiation (H-αH), and emitted radiation (E), as well as the surface energy 

flux (q). ..........................................................................................................154 

Figure 3-54: Diagram of radiative heat transfer between two surfaces. ..........................155 

Figure 3-55: Flowchart diagram of the gas phase heat transfer module showing the 

coupled inputs and outputs.............................................................................158 

Figure 3-56: Illustration of the 1-D finite elements that make up the electrochemistry 

module.  The nodes of the model are tied to the nodes from the anode and 

cathode finite element mesh (grey lines), allowing for local values of the 

coupled parameters to be used to find a solution along the electrolyte 

length..............................................................................................................159 

Figure 3-57: Electrode overpotential behavior ................................................................162 



 

 

 

 

xxv 

 

 

Figure 3-58: Electrolyte potential loss behavior ..............................................................162 

Figure 3-59: Fuel cell voltage as difference between EOCV and loss overpotentials  .....162 

Figure 3-60: Flowchart diagram of the electrochemistry module showing the coupled 

inputs and outputs ..........................................................................................183 

Figure 3-61: Schematic of the fuel cell experimental setup used to determine 

electrode kinetic parameters.  A button cell is affixed to the end of a YSZ 

tube and suspended within a quartz reactor chamber. ...................................185 

Figure 3-62: Schematic of the experimental setup for EIS measurements, with a four 

lead measurement setup depicted...................................................................188 

Figure 3-63: The complex impedance plane, showing how the real and imaginary 

components are related to the amplitude and phase change over a device ....191 

Figure 3-64: Equivalent circuit diagram for a solid oxide fuel cell. ................................192 

Figure 3-65: Predicted EIS spectra for a fuel cell with the parameters shown in Table 

3-25. ...............................................................................................................193 

Figure 3-66: Representative EIS traces for an ACFC with platinum electrodes.  

Experiment was conducted at 1097 K.  Every third data point is shown for 

clarity. ............................................................................................................197 

Figure 3-67: Variation of O2 reduction overvoltage with current density and the 

corresponding Butler-Volmer fit....................................................................199 

Figure 3-68: Detail of the near-origin region of Figure 3-65 ...........................................199 

Figure 3-69: Variation of H2O reduction overvoltage with current density and the 

corresponding Butler-Volmer fit....................................................................199 

Figure 3-70: Variation of CO oxidation overvoltage with current density and the 

corresponding Butler-Volmer fit....................................................................199 

Figure 3-71: Fit of exchange current density data to the Arrhenius Form for platinum 

electrodes. ......................................................................................................200 

Figure 3-72: Representative EIS traces for an ACFC with nickel cermet anode and 

LSM cathode.  Experiment was conducted at 1173 K.  Every third data 

point is shown for clarity. ..............................................................................202 



 

 

 

 

xxvi 

 

 

Figure 3-73: Variation of CO oxidation overvoltage with current density and the 

corresponding Butler-Volmer fit. (ACFC) ....................................................203 

Figure 3-74: Variation of CO oxidation overvoltage with current density and the 

corresponding Butler-Volmer fit. (SCFC) .....................................................203 

Figure 3-75: Variation of H2O reduction overvoltage with current density and the 

corresponding Butler-Volmer fit....................................................................203 

Figure 3-76: Fit of exchange current density data to the Arrhenius Form for nickel 

cermet electrodes. ..........................................................................................204 

Figure 3-77: Variation of O2 reduction overvoltage with current density and the 

corresponding Butler-Volmer fit....................................................................205 

Figure 3-78: Fit of exchange current density data to the Arrhenius Form for LSM 

cathodes..........................................................................................................206 

Figure 3-79: Schematic of an ACFC with balance of system components included.......215 

Figure 3-80: Schematic of a SCFC with balance of system components included. ........216 

Figure 3-81: Flowchart diagram of the balance of system module showing the 

coupled inputs and calculated outputs ...........................................................222 

Figure 3-82: Sample three-dimensional volume ..............................................................224 

Figure 3-83: 2-D axisymmetric domain used to model Figure 3-80 ...............................224 

Figure 3-84: Finite element mesh overlaid on top of 2-D axisymmetric domain ............224 

Figure 3-85: Illustration of a boundary between two domains, with shared nodes from 

each domain mesh along the boundary ..........................................................225 

Figure 3-86: Domain for a sample problem involving a canonical resistor and 

surrounding air ...............................................................................................226 

Figure 3-87: Sample model flowchart showing modules, coupled parameters, inputs, 

outputs, and the domain over which the modules are solved. .......................226 

Figure 3-88: Sample model flowchart for a model with multiple domains, showing 

modules, coupled parameters, inputs, outputs, and the domains over which 

the modules are solved. ..................................................................................227 



 

 

 

 

xxvii 

 

 

Figure 3-89: Example of a finite element mesh, with the elements connecting 

neighboring nodes shown as small springs. ...................................................228 

Figure 4-1: Model domain for the packed carbon bed reactivity model ..........................235 

Figure 4-2: Flowchart diagram of the packed carbon bed model showing inputs, 

coupling values, and important outputs .........................................................238 

Figure 4-3: Flowchart diagram of the packed carbon bed model with the packed bed 

heat transfer module disabled. .......................................................................239 

Figure 4-4: Sample chromatograph for a button cell operating on activated carbon at -

0.37 V and 1098 K.  The first peak corresponds to the carbon monoxide 

concentration in the sample, and the second peak corresponds to carbon 

dioxide............................................................................................................242 

Figure 4-5: Verification of a leak-free cell.  A predicted cell current density based on 

GC measurements is shown (y-axis) compared against the actual current 

density for each measurement point. .............................................................243 

Figure 4-6: Packed carbon bed model validation.  Simulation results (dashed) and 

experimental data (points) are shown. ...........................................................244 

Figure 4-7: Representative model solution showing the temperature profile 

throughout the bed .........................................................................................245 

Figure 4-8: Representative model solution showing the CO mole fraction throughout 

the bed, as well as the gas phase velocity (arrows)........................................245 

Figure 4-9: Packed carbon bed model results for activated carbon fuel ..........................246 

Figure 4-10: Packed carbon bed model results for almond shell fuel ..............................246 

Figure 4-11: Packed carbon bed model results for corn stover fuel ................................246 

Figure 4-12: Packed carbon bed model results for rice straw fuel ..................................246 

Figure 4-13: Packed carbon bed model results for wood bark fuel .................................247 

Figure 4-14: Packed carbon bed model results for Wyodak coal fuel .............................247 

Figure 4-15: Packed carbon bed model results for Wyodak fuel, without the heat 

transfer module.  Y-axis has been chosen to match Figure 4-14. ..................249 



 

 

 

 

xxviii 

 

 

Figure 4-16: Error in the solution shown in Figure 4-15, as compared against Figure 

4-14.  The minimum bed height solution from Figure 4-14 is shown as a 

dashed black line. ...........................................................................................249 

Figure 4-17: Packed carbon bed model results for activated carbon fuel with the heat 

transfer module disabled ................................................................................250 

Figure 4-18: Packed carbon bed model results for almond shell fuel with the heat 

transfer module disabled ................................................................................250 

Figure 4-19: Packed carbon bed model results for corn stover fuel with the heat 

transfer module disabled ................................................................................250 

Figure 4-20: Packed carbon bed model results for rice straw fuel with the heat transfer 

module disabled .............................................................................................250 

Figure 4-21: Packed carbon bed model results for wood bark fuel with the heat 

transfer module disabled ................................................................................251 

Figure 4-22: Packed carbon bed model results for Wyodak coal fuel with the heat 

transfer module disabled ................................................................................251 

Figure 5-1: Button cell domain used by the ACFC model ..............................................255 

Figure 5-2: Tubular cell domain for use in the ACFC model ..........................................256 

Figure 5-3: Flowchart diagram of the ACFC button cell model showing inputs, 

coupling values, and important outputs .........................................................259 

Figure 5-4: Flowchart diagram of the ACFC tubular cell model showing inputs, 

coupling values, and important outputs .........................................................260 

Figure 5-5: Flowchart diagram of the ACFC button cell model with the packed bed 

heat transfer module disabled. .......................................................................261 

Figure 5-6: Flowchart diagram of the ACFC tubular cell model with the packed bed 

heat transfer module disabled. .......................................................................262 

Figure 5-7: ACFC model validation, showing experimentally measured I-V results for 

a button cell device, as well as simulated I-V curves for each experimental 

dataset. ...........................................................................................................263 

Figure 5-8: Representative temperature profile found by the ACFC planar cell model. .265 



 

 

 

 

xxix 

 

 

Figure 5-9: Representative reactant mole fraction profile found by the ACFC planar 

cell model. ......................................................................................................265 

Figure 5-10: ACFC planar cell model results for cell efficiency with corn stover fuel ..266 

Figure 5-11: ACFC planar cell model results for system efficiency with corn stover 

fuel .................................................................................................................266 

Figure 5-12: ACFC planar cell model results for cell power density with corn stover 

fuel .................................................................................................................267 

Figure 5-13: ACFC planar cell model efficiency penalty from the balance of system 

(BoS) ..............................................................................................................267 

Figure 5-14: ACFC planar cell model operational space solution for corn stover ..........268 

Figure 5-15: ACFC planar cell model BoS penalty for corn stover ................................268 

Figure 5-16: ACFC planar cell model operational space solution for activated carbon ..269 

Figure 5-17: ACFC planar cell model BoS penalty for activated carbon ........................269 

Figure 5-18: ACFC planar cell model operational space solution for almond shell .......269 

Figure 5-19: ACFC planar cell model BoS penalty for almond shell..............................269 

Figure 5-20: ACFC planar cell model operational space solution for Wyodak coal .......270 

Figure 5-21: ACFC planar cell model BoS penalty for Wyodak coal .............................270 

Figure 5-22: ACFC model results for an isothermal planar cell operating on activated 

carbon with platinum electrodes. ...................................................................272 

Figure 5-23: ACFC model results for an isothermal planar cell operating on activated 

carbon with nickel and LSM electrodes.........................................................273 

Figure 5-24: ACFC model result for activated carbon, including impacts from heat 

transfer ...........................................................................................................274 

Figure 5-25: ACFC model result for activated carbon using an isothermal assumption .274 

Figure 5-26: Representative ACFC tubular cell model reactant mole fractions for a 

cell voltage of 0.7 V .......................................................................................276 

Figure 5-27: Representative ACFC tubular cell model temperature profile for a cell 

voltage of 0.7 V..............................................................................................276 



 

 

 

 

xxx 

 

 

Figure 5-28: Representative ACFC tubular cell model solution for a cell voltage of 

0.7 V ...............................................................................................................277 

Figure 5-29: Representative ACFC tubular cell model solution for a cell voltage of 

0.4 V ...............................................................................................................277 

Figure 5-30: ACFC tubular cell model results for cell efficiency with activated carbon 

fuel .................................................................................................................278 

Figure 5-31: ACFC tubular cell model results for system efficiency with activated 

carbon fuel .....................................................................................................278 

Figure 5-32: ACFC tubular cell model results for cell power density with activated 

carbon fuel .....................................................................................................279 

Figure 5-33: ACFC tubular cell model efficiency penalty from the balance of system 

(BoS) ..............................................................................................................279 

Figure 5-34: Combined tubular ACFC model results for activated carbon fuel, 

showing the interplay between cell power density and efficiency ................281 

Figure 5-35: ACFC Tubular model average power density results for a cell operating 

at 0.7 V ...........................................................................................................283 

Figure 5-36: ACFC Tubular model efficiency results for a cell operating at 0.7 V ........283 

Figure 5-37: ACFC Tubular model maximum average power density results ................283 

Figure 5-38: ACFC Tubular model efficiency results for power density solution 

shown in Figure 5-37 .....................................................................................283 

Figure 5-39: ACFC Tubular model maximum efficiency results ....................................284 

Figure 5-40: ACFC Tubular model power density results for efficiency solution 

shown in Figure 5-39 .....................................................................................284 

Figure 6-1: Flowchart diagram of the SCFC model showing inputs, coupling values, 

and important outputs ....................................................................................289 

Figure 6-2: SCFC model validation, showing experimentally measured I-V results for 

a button cell device, as well as simulated I-V curves for each experimental 

dataset. ...........................................................................................................290 

Figure 6-3: Representative temperature profile found by the SCFC model. ...................291 



 

 

 

 

xxxi 

 

 

Figure 6-4: Representative reactant mole fraction profile found by the SCFC model. ...291 

Figure 6-5: SCFC model results for cell efficiency .........................................................293 

Figure 6-6: SCFC model results for system efficiency ....................................................293 

Figure 6-7: SCFC model results for cell power density ..................................................293 

Figure 6-8: SCFC model results for hydrogen production rate .......................................293 

Figure 6-9: SCFC model results for system efficiency as a function of hydrogen 

generation rate ................................................................................................295 

Figure 6-10: SCFC model results for system efficiency as a function of power density 295 

Figure 6-11: SCFC model results showing the overall system efficiency as a function 

of power density and hydrogen production rate ............................................296 

Figure 7-1: Electrical connections, including external loads, between the two cells in 

the SCAFC model ..........................................................................................300 

Figure 7-2: Modeled domains for the SCAFC model. .....................................................302 

Figure 7-3: Flowchart diagram of the SCAFC model showing inputs, coupling values, 

and important outputs (continued on next page) ............................................304 

Figure 7-4: Representative temperature profile found by the SCAFC model. ................306 

Figure 7-5: Representative reactant mole fraction profile found by the SCAFC model. 306 

Figure 7-6: SCAFC model results for cell efficiency ......................................................308 

Figure 7-7: SACFC model results for heat required ........................................................308 

Figure 7-8: SCAFC model results for hydrogen production rate ....................................308 

Figure 7-9: SCAFC model results for average power output ..........................................308 

Figure 7-10: SCAFC model results for power output into the series load.......................309 

Figure 7-11: SCAFC model results for power output into the parallel load ....................309 

Figure 7-12: Operational space map showing the favorable operating region (green) 

where no external heat or work input is required. .........................................312 

Figure 7-13: SCAFC model results for cell efficiency.  The faded region represents 

unfavorable operating regimes .......................................................................312 

Figure 7-14: SCAFC model results for hydrogen production rate.  The faded region 

represents unfavorable operating regimes .....................................................312 



 

 

 

 

xxxii 

 

 

Figure 7-15: SCAFC model results for average power output.  The faded region 

represents unfavorable operating regimes .....................................................312 

Figure 7-16: SCAFC model surface showing the relationship between cell efficiency, 

power density, and hydrogen production rate ................................................313 

Figure 7-17: SCAFC model results showing cell efficiency as a function of power 

density and hydrogen production rate.  The faded region represents the 

unfavorable operating regime ........................................................................314 

Figure A-1: Measured COS concentration after passing through a CaCO3 bed at 973 

K.  Inlet gas was 500 ppm COS. ....................................................................324 

Figure B-1: Top interface, which connects the YSZ support tube to inlet and outlet 

streams, as well as electrical leads .................................................................330 

Figure B-2: Middle interface, which connects the quartz reactor to the outlet stream, 

as well as electrical leads, and seals against the YSZ support tube. ..............331 

Figure B-3: Bottom interface for ACFC devices, allowing an air inlet to be attached 

to the bottom of the quartz reactor .................................................................331 

Figure B-4: Bottom interface for SCFC devices, allowing a steam and carrier inlet to 

be attached to the bottom of the quartz reactor ..............................................332 

Figure B-5: Full experimental setup, showing the location of all the interfaces, the 

fuel bed, and furnace. .....................................................................................333 

Figure B-6: Various electrical interrogation equipment that can be attached to a fuel 

cell during experimentation ...........................................................................334 



 

  

Chapter 1.1 – page 1 

1. Introduction 

The remarkable pace of technological innovation over the past three hundred 

years has brought about unprecedented transformations in human societies.   Improved 

transportation has made global travel quick, easy, and relatively affordable.  

Breakthroughs in fertilizers, crop varietals, and horticulture have multiplied the quantity 

of food grown per acre of land and liter of water.  Wired communication has enabled 

real-time interactions between anyone, at any point on the globe, at any time.   

The achievement that has made this stunning progress possible, however, has 

been the technologies that harness and deliver the vast amounts of energy all of these 

modern systems require to function.  From the fuels that power our airplanes and cars to 

the electricity that turns on our lights, energy use is at the heart of our society, literally 

powering the tools and conveniences that support and maintain the modern social order.   

Despite this importance, energy is an afterthought in most people’s minds.  

Amory Lovins famously quipped that, “all people want is cold beer and hot showers,” 

revealing in a single breath a fundamental truth: people care about the services energy 

provides, not energy itself.  This fact is a testament to both the success of the energy 

delivery infrastructure, and the relatively low costs of the energy itself.   

Paradoxically, it is this success that undermines the long-term viability of the 

global energy system.  Aided by easy access and low costs, citizens in the developed 

world continue to demand more energy per capita year after year to power a growing list 

of conveniences.  Poorer nations strive for the wealth and security of the developed world 

and are quickly catching up, catapulting their populaces into the energy-consuming 

middle class.  Meanwhile, the overall population continues to grow, requiring still more 

energy to feed and support the hundreds of thousands of new faces that join the global 
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community each day.  

This continuing explosion in energy demand is accelerating the need for a 

fundamental transformation in the way energy is supplied.  The current infrastructure is 

heavily reliant on a finite and inadequate supply of fossil-based fuels.  Rising prices and 

uneven distribution of available resources has already led to global instability, and a 

substantial and growing body of scientific evidence is demonstrating that the 

environmental effects of utilizing these fossil fuels has become too large to ignore. 

To continue to support the arc of human progress, new technologies that unlock 

renewable and sustainable energy sources with minimal environmental impact are 

needed, and innovations that use current fossil sources cleanly and efficiently offer an 

important building block to bridge the gap between current and future solutions.  In 

support of this goal, this work reports on modeling results of an electricity and hydrogen 

producing carbon fuel cell (CFC). 

A carbon fuel cell is a device in which an oxidizer reacts with solid carbon 

through an electrochemical pathway, generating electrical power in the process.  One 

subclass of CFC devices utilize a solid-oxide electrolyte and operate at high 

temperatures, producing electricity and hydrogen from solid carbonaceous fuels, such as 

coal or biomass.  A solid-oxide based CFC system offers several advantages over 

conventional power generation technologies, including high system efficiency, 

correspondingly less pollutant emissions, a concentrated CO2 exhaust stream which 

enables capture and sequestration at considerably lower costs, and the ability to produce 

hydrogen without an external heat or work input.  For these reasons, solid-oxide based 

CFC systems hold promise to be a component in the energy ecosystem of tomorrow. 
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1.1. Motivation: The Energy Challenge 

1.1.1. Finite Supply: Fossil Fuels as Energy Resource 

For most of human history, the primary source of energy utilized by mankind has 

been biomass, primarily in the form of gathered vegetation and wood.  These resources 

have been in use since early man learned to create and control fire roughly one million 

years ago [1,2].  Biomass offered an abundant, local, and renewable energy source that 

allowed heat to be generated for warmth and cooking.  These benefits explain why 

biomass is still the primary fuel for billions of people worldwide living in poverty 

[3,4,5,6]. 

Beginning with the industrial revolution, however, biomass began to lose sway as 

a primary fuel source.  The steam engines and machinery that came to dominate the area 

required an enormous amount of fuel to operate, and the natural biomass resources were 

not of adequate size to provide the requisite fuel.  By the early 1800s, Britain, the 

epicenter of industrialization, had largely depleted its natural forests, and had to turn to 

another source, coal.  Coal had been used in China as far back as 3000 years ago and in 

Europe beginning in the 1300s, but up until this point it played a relatively small role in 

energy production [7,8].  Once harnessed in the heat and combustion engines of the day, 

however, use exploded.  The coal-fired engines enabled new and greater displays of 

engineering, spawning still greater engines, machines, and contraptions requiring still 

more coal to operate.   

In the United States, industrialization came later than in Europe, but nevertheless 

exhibited the same marked shift from biomass to coal.  Figure 1-1, which shows a history 

of the relative contribution of various primary fuel sources to the Unites States energy 

supply, clearly shows this rise of coal between 1850 and 1900.  In little more than 50 

years, coal grew from a fringe fuel to market domination, claiming upwards of 80% of 
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the primary energy market in the United States. 

During this same period of time, an over-reliance on whale oil to provide 

Kerosene for lighting also led to a wholesale change in energy supply for this resource.  

In the mid 1800s, an innovator in Scotland became the first to refine Kerosene directly 

from oil, providing an alternative source for the essential lighting fuel.  By the early 

twentieth century, so called ‘oil men’ were erecting derricks across the American frontier, 

starting a boom in production that would lead oil to become the largest single energy 

source for the world, larger even than coal, which held the title for barely a century.  

Soon after, economic capture and use of natural gas, previously considered an 

undesirable waste product, was realized.  By 1970, natural gas represented over a third of 

international energy demand, used for everything from in-home heating and cooking to 

electricity and chemical production. 

These new miracle fuels that replaced biomass’s long-held dominance of primary 

energy are finite and limited; unlike their woody predecessor, these fuels do not grow 

back.  As a result, governments and economists have worried for centuries about the 

 

Figure 1-1: Fraction of energy consumed in the United States from 

various fossil and biomass sources.  The advent of the industrial 

revolution, and the following increases in the use of oil and natural gas, 

are clearly shown in the figure [9]. 
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ability to reliably access the required energy to maintain the status quo and enable the 

innovations of tomorrow.  William Stanley Jevons pondered in his 1865 work The Coal 

Question whether Britain’s newfound reliance on coal as its primary fuel source was 

unsustainable [10].  Jevons realized that the growth rate in coal use in Britain was 

producing an exponential increase in overall consumption, which would exhaust British 

coal supplies within 100 years.   His warnings proved prescient, and British coal 

production peaked in 1913 [11]. 

More notably, M. King Hubbert devised a similar analysis for oil production, and 

predicted a peak oil point for production areas, after which a depletion of economic 

resources lead to a drop in overall oil production.  He applied his analysis to the United 

States and in 1956 warned that domestic oil production would level off and begin to fall 

sometime between 1965 and 1970 [12].  His assessment proved accurate, as U.S. oil 

production peaked early in 1970 [9].   

This collapse of supply in the United States and Europe has led to an 

unprecedented transfer of wealth from oil thirsty nations to resource rich ones, and a 

steady series of international incidents have resulted from this destabilizing imbalance.  

In 1973, the Organization of the Petroleum Exporting Countries (OPEC), a body 

representing a majority of the oil exporting countries of the world, sharply curtailed 

supply in order to drive up prices on the international market.  The ensuing drop in output 

led to shortages around the world, and had a strong and negative impact on the global 

economy.  Despite the obvious vulnerability of nations like the United States to these 

global oil shocks, most nations have increased the amount of oil imported each year, and 

oil has remained the overall leader in primary energy globally, as shown in Figure 1-2 

[13].  History repeated itself in the early 2000s.  With security in the Middle East, the 

primary source for world oil, breaking down, oil prices spiked to levels above those seen 

during the 1973 embargo, when adjusted for inflation, as shown in Figure 1-3.  The 

corresponding increase in transportation prices had a ripple effect throughout the global 
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economy, causing a slowing of economic growth and the bankruptcy of legacy 

automobile manufacturers.  Only the collapse of the financial system in 2008, which 

precipitated a global slowdown and corresponding drop in overall energy demand, 

stopped the price rise. 

 

Figure 1-2: Historical data showing the relative fraction of total global 

energy consumption by source.  The breakdown has remained relatively 

flat over the past half-century [13]. 

 

Figure 1-3: Cost of various fuel sources over time per unit of energy 

embedded in each fuel.  Prices have been adjusted to real 2008 dollars 

[9,13]. 
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These supply disruptions and international disputes have not been limited to the 

oil sector.  Beginning in 2006, a pricing dispute between the Ukraine and Gazprom, the 

state-owned gas monopoly in Russia, caused large fluctuations in the price of gas 

throughout Europe, which relies on Gazprom gas delivered through Ukrainian pipes [14].  

By 2009, this crisis escalated and Gazprom shut off its gas deliveries to the Ukraine.  A 

severe and prolonged gas shortage throughout the European continent ensued, leaving 

millions without access to heat in the cold of winter.  The disruption cascaded through 

international markets, with spot prices at the Hobby Hub junction in the United States 

jumping upwards as well, as shown in Figure 3.  At the same time, many were 

questioning whether natural gas, like oil, was approaching a global production peak.  

Recent advances in shale-gas extraction have temporarily assuaged these fears, as large 

deposits of gas have been discovered in nations around the world, including the United 

States, Poland, and China.  The fundamental issue of limited supply still remains, 

however, even if the specter of near-term exhaustion has been delayed. 

Even coal, long assumed to be immune to these price fluctuations due to more 

abundant and distributed supply, is beginning to demonstrate similar instability.  In 2009, 

China suddenly and unexpectedly switched from a net exporter of coal to a net importer, 

swallowing nearly 15% of the global coal trade [15].  China has a plentiful supply of coal 

for the next few decades, but arbitrage opportunities between the domestic and 

international markets have created this unexpected behavior, and price shocks from boom 

and bust cycles in the coal trade are now more likely due to these misaligned incentives. 

These disruptions in the global fossil supply will only become more extreme as 

time passes.  Estimates for remaining reserves vary considerably, from decades for oil 

and gas and roughly a century for coals [15], to decades longer when shale gases, shale 

oils, and brown coals are considered in the forecasts.  But what is clear is that the supply 

is finite and the time horizons are measured in decades.  Without new innovations that 

rely on renewable supplies, or technologies that more efficiently utilize fossil fuels, 
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resources will be exhausted, prices will rise, disruptions will become common, and global 

instability will likely result.  

1.1.2. An Altered World: Fossil Fuel Impacts on the Environment 

The fossil fuels so heavily relied upon by the current global economy also have an 

unwanted side effect: environmental damage.  From extraction to use, these fuel sources 

release toxins and chemicals that have impacts across the ecological system. 

The most commonly recognized and controlled releases from fossil technologies 

are related to fuel impurities. Sulfur compounds released into the atmosphere, primarily 

from coal combustion, have long been understood to be a leading cause for acid rain.  

Although described as early as 1852, it wasn’t until the 1960s, when the phenomenon 

caused widespread environmental damage in the New England states of the United States 

as well as the countries of Easter Europe, that scientists began to study the problem in 

earnest [16].  During that period, a steady and continuous drop in lake and river pH levels 

led to the loss of habitat for fish species, including trout and minnow.  Vegetation was 

killed off by the acidic precipitation, and man-made structures were impacted as well, 

with Harvard University covering bronze statues during the winter months to combat acid 

erosion [17]. 

In response, the United Nations convened the Convention on Long Range 

Transport Air Pollution in 1979, and the United States Government passed the Title IV 

amendment to the Clean Air Act in 1989, which established a cap and trade regime to 

control and reduce sulfur emissions in the New England region.  Similar restrictions were 

also enacted for emissions of nitrogen oxides (NOx), another acid rain precursor.  Spurred 

by these policies, new technologies were developed and installed to scrub power plant 

emissions and change the combustion process to lower pollutant formation.  The result 

was a 65% drop in acid rain levels in the New England area between 1976 and 2007 [18].  

The impact in Europe were even more prounounced, with an over 70% reduction in acid 
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rain realized.  Despite these successes, however, acid rain remains a problem in regions 

around the world, particularly near industrial production sites throughout Russia and 

China [19].   

Photochemical smog is another irritant caused primarily by fossil fuel use.  First 

described in the 1950s, photochemical smog occurs when sunlight causes a reaction 

between nitrogen oxides and volatile organic compounds in the atmosphere, creating 

airborne particles and ozone [20].  The phenomenon is often described as a ‘brown 

cloud’, and is common in large cities with sunny, dry climates and heavy automobile use 

[21].  The combination of millions of cars, each a decentralized pollution generator, 

combined with the necessities of producing economical control solutions, makes the 

problem hard to combat.  Although emissions restrictions and special gasoline blends 

have attacked the problem in parts of the world, notably California, smog has proven to 

be both persistent and intractable.   

Environmental damage from fossil fuels is not limited to the acute toxins released 

after use.  The fuels themselves, and byproducts from their production, are just as 

damaging to ecosystems when improperly handled or released.   Coal dust is a potent 

irritant, and when inhaled cannot be removed or destroyed by the body, lodging itself in 

the lungs for a lifetime.  Legions of coal workers have developed chronic conditions or 

died after developing pneumoconiosis, colloquially referred to as black lung disease, for 

which there is no cure.  Coal ash contains known carcinogens, and breaches from fly ash 

storage facilities, such as slurry holding ponds, have released lead, arsenic, thallium, and 

mercury into aquatic ecosystems.  The largest such example occurred at the Kingston 

Fossil Plant in Tennessee in late 2008, when over 1 billion gallons of ash slurry was 

released into the Emory and Clinch Rivers, killing scores of fish and rendering the water 

unusable [22].  

Oil spills cause similar devastation to natural habitats.  The thick sludge released 

in a spill coats wetlands and suffocates aquatic life.  Birds and other animals become 
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coated in the oil and often do not survive.  One of the most infamous examples is the 

Exxon Valdez spill of 1989.  On its way to Long Beach, California, the Exxon Valdez 

tanker ran aground off the coast of Alaska in the Prince William Sound.  Approximately 

260,000 to 750,000 barrels of oil spilled into the ocean, coating over 1,300 miles of 

shoreline and killing between 100,000 and 250,000 birds, 2,800 otters, 300 seals, 247 

bald eagles, 22 orca whales, and billions of salmon and herring eggs [23].  Twenty years 

after the spill, a team from the University of North Carolina found that the effects from 

the spill were still felt in the local environment, and estimated another 30 years was 

needed for the spills effects to be erased [24].  Despite its size and impact, the Exxon 

Valdez spill is only the 54
th

 largest oil spill on record, and has lately been overshadowed 

by the massive release in the Gulf of Mexico by the Deepwater Horizon. 

It is, however, anthropogenic carbon released by the use of fossil fuels that has the 

potential to cause the most lasting, and devastating, impact to the global environment.  

The earth has a vast and complicated natural carbon cycle that shuffles carbon into and 

out of the biosphere and oceans.  Natural processes like plant decay release large amounts 

of carbon dioxide into the atmosphere each year, while photosynthesis removes carbon 

dioxide and fixes it in the form of plant matter.  The oceans absorb carbon dioxide as 

well, balancing carbonic acid concentrations in the water and the overall CO2 

concentration above.  These natural sources and sinks are largely in sync with each other, 

and overall global atmospheric concentrations of carbon dioxide fluctuate between 3-9 

ppmv per year with the growing season of the Northern Hemisphere, which has 

considerably more land area and biomass than the Southern Hemisphere.  Over the last 

500,000 years, this natural balance has kept atmospheric CO2 concentrations within a 

relatively narrow band of 180-300 ppmv [25].  Studies of Antarctic ice cores reveal that 

from 10,000 years ago up until 1832, the global concentration was relatively constant, at 

around 284 ppmv [26]. 

As of 2011, the global CO2 concentration had risen to 392 ppmv, a rise of over 
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100 ppmv in 170 years, and was continuing to rise at a rate of 2 ppmv per year [27].  This 

rate of change is considerably faster than at any point in the geological record, and the 

current concentrations have likely not been seen in over 20 million years [28].   Recent 

studies have shown that this sharp rise can be directly linked with carbon released 

through the combustion of fossil fuels.  By analyzing the relative abundance of Carbon-

13 and Carbon-12 in the atmosphere over time, studies have shown that the ratio began to 

drop precipitously around the start of the industrial revolution.  Fossil fuels have a lower 

C-13/C-12 ratio than the atmosphere as a whole, due to a preference for the lighter 

isotope, and so the recent fall in the atmospheric ratio is a clear signal that fossil carbon is 

a major component of the recent concentration increases [29].   

This unprecedented rise in global atmospheric CO2 matters because carbon 

dioxide acts as an insulting gas in the earth’s atmosphere.  Carbon dioxide is mostly 

transparent to the visible radiation that reaches the earth from the sun.  The reflected 

radiation from the earth, however, falls mostly in the infrared spectrum, and carbon 

dioxide absorbs light in this range.  The result is a greenhouse effect, where energy from 

the sun reaches the earth, but cannot escape, causing an overall warming of the planet.  

The importance of CO2 in regulating the global climate has been understood for some 

time.  British physicist John Tyndall stated the theory as early as 1861, and Svante 

Arrhenius postulated in 1896 a link between atmospheric CO2 and the global climate 

[30].  Even the popular press became aware of the link.  Scientific American published a 

report in July 1959 raising a profound question, “How do man's activities influence the 

climate of the future?” [31] 

Indeed, anecdotal evidence of a warming planet and global climate change now 

abound.  Although the links between fossil fuels, atmospheric carbon, and global climate 

are understood and accepted, disagreement exists over whether the warming trend of past 

decades is related or caused by other, natural cycles.  There is also question over how 

much the current rise in CO2 will impact the overall global mean temperature, with 
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estimates ranging wildly from virtually nothing to over 10 degrees Celsius.  The most 

accepted statistics, however, come from the Intergovernmental Panel on Climate Change 

(IPCC), which holds that the warming of the past half century has a 90 percent chance of 

being caused by man, and that overall global temperatures could rise between 2-4 °C by 

2100 [32]. 

Such a rise in temperature would have profound impacts on ecosystems and 

societies around the world.  Precipitation patterns would change, sea levels would rise, 

and plant and animal populations would be displaced.  Combined with the immediate 

environmental impact from fossil fuel use, continued reliance on non-renewable fuels 

presents a clear and present danger.  

1.1.3.  Booming Demand: The Rapidly Growing and Developing World 

Compounding the twin problems of limited supply and environmental degradation 

is a continued explosion in energy demand.  As new technologies reached the masses 

over the last 200 years, overall energy consumption grew exponentially, as shown in 

Figure 1-4.  In many places around the world, in-home lighting became commonplace, a 

car began to appear in every garage, and conveniences like refrigerators and washing 

machines became fixtures of everyday life.  The pace of growth has been so fast that 

more than half of all energy produced since the industrial revolution has been consumed 

in the last 20 years [33].  

As technologies have continued to develop and drop in price, citizens of the new 

middle class have also demanded more of them.  One car in the garage became two, the 

radio in the living room became televisions throughout the house, and the 1,000 square 

foot tract home became a 3,000 square foot suburban mansion.  Per capita energy usage 

across the developed world rose to power these legions of devices and toys, as shown in 

Figure 1-5. 
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In the developing world, populations are now scrambling to catch up and enjoy 

the same quality of life as those in Europe and the United States.  The data in Figure 1-5 

reveals that for much of the world, including China, India, and Africa, per capita energy 

use is still an order of magnitude below those in the west.  China alone accounts for over 

1.3 billion people, or 19% of the global population, who are collectively consuming 

nearly the same amount of energy as the 300 million who call the United States home.   

As these consumers grow wealthy and rise to an American standard of living, China can 

be expected to consume many times the energy of the United States, which currently 

represents 20% of the global market [33].  As other developing countries, including India 

and countries in Africa, the Middle East, and Latin America, follow China’s lead, the 

overall demand for energy is poised to continue its explosive growth. 

This phenomenal growth is fueled further by the growing global population.  In 

1960, the total human population stood at 3 billion people.  By 2000, this number had 

doubled to six billion.  Just over a decade later, the 7 billionth person was born [34].  By 

2025, the global population is projected to surpass 8 billion.  The vast majority of these 

 

Figure 1-4: Energy Consumption in the United States as a function of time.  

The exponential growth after the industrial revolution is apparent [9]. 
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births will occur in low-income nations still waiting to develop and industrialize.  

Together, these trends point to a continuation, and possible acceleration, of the massive 

demand growth that has been seen over the last hundred years.  A set of technologies 

capable of powering this quickly growing, developing, and increasingly energy hungry 

populace is essential to lift billions out of poverty and enable the continued progress of 

societies worldwide. 

1.2. Background: Solid Fuels for Electricity and Hydrogen 

1.2.1. Coal and Biomass as Fuels  

Despite the environmental and health drawbacks to coal, the fuel is likely to 

remain a key component of the global energy supply for the foreseeable future.  Its 

relative abundance compared with other fossil sources, the presence of resources in 

energy intensive countries, and its low price have all contributed to its success, with some 

 

Figure 1-5: Annual electricity demand per capita in a selection of 

countries and regions [33]. 
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even characterizing the fuel as ‘burnable dirt’.   

Coal is derived from organic materials, and is chiefly composed of carbon, along 

with large quantities of hydrogen, oxygen, nitrogen, and sulfur.  In addition to these main 

elements, coals generally contain trace quantities of many other elements, including 

arsenic, mercury, and lead, resulting in a chemical mix containing nearly every element 

from the periodic table.  Coals form slowly over hundreds of millions of years, as shallow 

forests and vegetation are buried beneath layers of soils, compacted, compressed, and 

slowly carbonized.  This conversion process strips the original biomass material of much 

of its oxygen and moisture content and reforms its physical structure [35].  The result is a 

large variety of coal structures and compositions that vary considerably around the world.   

Coals are classified into different classes based on their relative age and fixed 

carbon content.  The classifications are lignite, sub-bituminous, bituminous, and 

anthracite.  Lignites have properties more similar to biomass materials (and indeed, 

biomass can be thought of as an extremely young coal), while anthracite coals bear closer 

resemblance to graphite.  A traditional measure of the relative rank of a coal is related to 

its heating value.  The heating value is a measure of the quantity of heat released when a 

fuel and stoichiometric quantity of air, each at 298 K, is combined, combusted, and 

finally cooled back to 298 K.  Table 1-1 lists the higher heating value (HHV), defiend as 

the total energy released by combustion of a fuel, assuming that all combustion products 

are brought back to the original pre-combustion temperature and any water vapor in the 

products is condensed to liquid, for two common North American coals, as well as a 

biomass sample, compared with pure carbon.  The table shows how coals from different 

regions can differ in their heating values by a considerable fraction, and how biomass 

materials, even when dried, still underperform when compared to coal fuels. 

Biomass has recently gained increased attention as a viable and renewable solid 

fuel source to replace dirtier coal production facilities. Biomass offers carbon neutrality 

since the carbon in biomass originates primarily from atmospheric CO2 that is recycled 
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through the energy conversion process.  Biomass is also plentiful and easily harvested, 

giving it the unique potential to meet the energy needs of local communities, particularly 

in remote locations, and in many of the poor and developing nations of the world.   

Table 1-1: Higher heating value (HHV) for multiple solid fuels [36]. 

Fuel HHV [MJ/kg] 

Carbon (s) 32.79 

Illinois #6 24.55 

Wyodak 20.82 

Dry Switchgrass 18.02 

 

Despite being only a small portion of the global energy supply, biomass, mostly 

in the form of wood, is still the primary energy resource for nearly half of the global 

population, and accounts for nearly 35% of the energy consumption in developing 

countries, representing over 20 Gt every year [3].  Roughly 50 EJ of energy is supplied 

globally by biomass today, and some governmental studies, which assume that all 

agricultural land is devoted to biomass production, place the potential for bioenergy for 

the year 2050 at between 1135 EJ/yr [4] and 1500 EJ/yr [5]; enough to provide for nearly 

three times the current global energy appetite.  Although these numbers unrealistically 

rely on a conversion of all arable land to biomass production, they point to a great 

potential for deriving energy from biomass.  Scenarios from a study looking at the 

penetration of low carbon energy sources over the coming decades estimates biomass 

utilization as a primary energy source at approximately 250 EJ by 2050, which would 

constitute a significant fraction of the projected global primary energy demand of 600 - 

1000 EJ [6].  Total energy consumption in the U.S. currently stands at about 100 EJ, 

affirming that biomass, even in conservative estimates, holds significant potential for 

sustainable, renewable energy.   
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1.2.2. Solid Fuel Utilization Strategies for Conventional Electricity 

Production 

 

The overwhelming majority of coal mined as an energy source and biomass 

harvested for industrial energy production is utilized in a traditional Rankine-cycle power 

plant to produce electricity.  In this type of system, shown schematically in Figure 1-6, 

liquid water in a closed system is pumped into a series of tubes enclosed within a boiler 

chamber at pressures between 3 MPa and 6 MPa (1).  The solid fuel is pulverized and 

then injected into a burner, which combusts the material and injects the hot exhaust into 

the space in the boiler surrounding the water tubes.  Heat from the exhaust gases is 

transferred to the water in the piping, heating it until it boils, vaporizes, and then heats 

further to temperatures of approximately 823 K (2-3).  This superheated steam leaves the 

boiler assembly (3) and then is expanded through a turbine to a pressure between 10 kPa 

and 30 kPa (4).  The work extracted by this process is used to drive a generator and create 

  

Figure 1-6: Schematic of a solid-fuel driven Rankine-cycle power plant. 
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electricity.  The now expanded steam (4) is passed through a condenser heat exchanger, 

where it is condensed and passed to a water pump for delivery to the boiler chamber once 

more (1).  Plants of this type are built large in order to achieve economies of scale, and 

output from a single unit operating on coal is usually in the 200 MW range. 

Steam cycle power plants, owing to their mature designs and construction, benefit 

from high reliability and predictability.  The plants, however, are fundamentally limited 

by the Carnot efficiency, which limit overall efficiency to approximately 70%, depending 

upon the temperature of the cooling water available.  In reality, conventional coal fired 

plants rarely reach efficiencies above 35% [3], while newer designs using supercritical 

water as a working fluid have approached 43% efficiency [35,37].  Purpose built plants 

for biomass, which are typically on the order of 20 MW in size, exhibit poorer overall 

efficiencies in the 25% range [3].   

Coal plants of this design are also large polluters.  To combat sulfur emissions, 

scrubbers have to be added to the boiler exhaust, and the energy input to run these 

devices takes a sizable piece of the overall output power produced.  Baghouses or 

electrostatic precipitators are also often employed to capture the flyash and prevent its 

release.  With these control technologies added, overall output, and therefore efficiency, 

falls further.  Alternatively, biomass is gaining popularity as a supplemental fuel in older 

coal-based power plants.  By co-firing with biomass, these plants are able to lower 

emission levels with a more modest impact on overall plant efficiency. 

Recently, a different technique for solid fuel utilization has attracted renewed 

attention from both the academic and industrial communities: gasification.  In a 

gasification process, the solid fuel is converted to a synthetic fuel gas (syngas) through 

the addition of heat and/or the reaction with oxygen containing species [35].  The syngas 

that is produced, consisting primarily of carbon monoxide and hydrogen, can then be 

cleaned and used in much the same way as natural gas.  Steam is used as the gasification 

agent in most systems, although carbon dioxide can be used as well.  Sub-stoichiometric 
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quantities of oxygen are also usually injected to provide the necessary heat release to 

drive the endothermic gasification reactions.   

There are various technologies and configuration for the gasification of solid 

fuels, with the main types being fixed bed, fluidized bed, and entrained flow systems [8].  

In a fixed bed system, solid fuel material is placed into a reaction chamber containing a 

set of screens, with the screen mesh becoming finer lower in the reaction chamber.  Solid 

particles react with the surrounding gas and gasify, and as they lose mass and volume, 

fall through the mesh to the next level below.  This layout establishes a cross flow 

system, with the solid fuel slowly dropping in the reactor vessel, and with the gases 

flowing up from the bottom of the vessel. 

In a fluidized bed system, pulverized solid material is placed into a large bed 

inside the reaction vessel, and high pressure gases are injected to lift and fluidize the bed.  

This promotes mixing, ensuring more uniform temperature and composition profiles 

throughout the bed, and higher reaction rates when compared to fixed bed systems.  In 

entrained flow gasifiers, pulverized material is injected with gases into a reaction 

chamber, allowing still higher reaction rates and shorter residence times, but with more 

stringent requirements on particle sizing.   

The syngas produced by these gasification technologies can be used in a number 

of applications, including as a chemical building block for the production of higher-grade 

fuels through Fisher-Tropsch processes.  This technology was used heavily by Germany 

in World War II to supply its forces with liquid fuels, and South Africa maintains a small 

set of plants that perform the same process [8]. 

The most common expected use of syngas, however, is in a high efficiency gas 

turbine combustor, which utilizes a Rankine bottoming cycle to improve efficiency.  This 

scheme, known as integrated gasification combined cycle (IGCC), promises overall plant 

efficiencies between 40-50%, with a cleaner gas effluent stream.  By burning the syngas 
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in pure oxygen, produced in an air separation unit (ASU), the plant is able to produce the 

water it needs to run its gasifiers.  Another benefit of the ASU is that the exhaust stream 

is undiluted by nitrogen, making carbon capture and sequestration (CCS) more 

economically feasible.  IGCC plants are considerably more expensive than their 

conventional ancestors, however, and costs must drop if IGCC is to become the dominant 

solid fuel utilization technology for electricity production over the next few decades. 

Another use of the syngas is in a high temperature fuel cell system, capable of 

converting the syngas fuel to electricity at high system efficiency.  A system based 

around this design was under development by the U.S. Department of Energy’s (DOE) 

FutureGen project, a component of the DOE Vision 21 concept [38,39].  The project 

aimed to produce a coal fired power plant using gasification, fuel cells, and gas turbines, 

with CCS and near zero emissions, but has been dramatically scaled down after the 

project ran into technical and political difficulties.  The retooled FutureGen 2.0 program 

is now aimed at demonstrating next generation emissions cleanup and carbon capture 

technology.  It will rely on a more conventional boiler design, but will incorporate an 

ASU to provide pure oxygen for combustion, enabling CCS. 

1.2.3. Hydrogen as Energy Carrier 

Another potential use for solid fuels is in the production of hydrogen.  Hydrogen 

is a desirable fuel because it is both a clean burning fuel with minimal environmental 

impact, and an effective energy carrier, with a specific energy density of 143 MJ/kg, 

higher than gasoline (46.4 MJ/kg), natural gas (53.6 MJ/kg), and diesel fuel (46.2 MJ/kg).  

Hydrogen holds promise as a replacement fuel for transportation systems, enabling long 

distance transportation with quick refueling and virtually zero emissions.  Hydrogen 

could also find uses in energy storage, allowing dispatchable energy to be stored in the 

form of chemical bonds that can be quickly and readily turned to electricity by either 

burning the hydrogen and using the released heat or by passing the fuel through a fuel 
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cell to electrochemically generate electricity from the molecular bonds. 

  Hydrogen does not occur naturally, and must be generated from other sources.  

Currently, the majority of hydrogen production is performed centrally by steam 

reforming of methane.  In this process, natural gas is mixed with water and injected into a 

high-temperature reforming chamber, where water molecules are stripped of oxygen, 

producing a mixture of hydrogen and carbon monoxide.  Oxygen is often also injected 

into the chamber to drive a small amount of methane combustion in order to provide the 

necessary heat for the endothermic reforming reactions.  The syngas of CO and H2 is then 

passed into a lower temperature water-gas shift reactor, where it is reacted with more 

water to produce an outlet stream consisting primarily of hydrogen and carbon dioxide.  

Unfortunately, this process results in a hydrogen product that is contaminated by various 

carbonaceous species, requiring expensive separation techniques to purify the gas.  

Carbon monoxide remnants in the product are of particular concern, as trace amounts of 

CO render the hydrogen product undesirable for catalytic processes due to CO poisoning, 

a critical problem in low temperature fuel cells. The reforming process is also only 

economically feasible at large scales, necessitating storage and distribution infrastructure 

to deliver the product to its point of use. 

A variety of alternative hydrogen production schemes have also been attempted or 

proposed.  Thermal decomposition of steam into hydrogen and oxygen is one such 

option, but is hampered by being thermodynamically unfavorable and energetically 

expensive [40].  Another approach is the electrolysis of water using a low temperature 

electrochemical cell [41,42,43]. In this type of system, shown schematically in Figure 

1-7, an outside power source is used to establish and maintain a voltage across a proton 

exchange membrane (PEM) that is high enough to break the chemical bonds in water.  

This driving voltage causes the water molecule to split into two hydrogen ions (protons), 

two electrons, and an oxygen ion.  The oxygen ion combines with another nearby oxygen 

ion to form molecular oxygen, while the protons enter and pass through the PEM 
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electrolyte layer.   On the other side of the membrane, two hydrogen ions (protons) 

combine and pick up two electrons, which reach the surface by traversing an external 

circuit, forming a hydrogen molecule.  Electrolysis cells are beneficial because they are 

modular, allowing small-scale production, and they produce a highly purified stream of 

hydrogen containing no carbon or carbon oxides.   

Electrolysis has been performed with success within a number of other 

electrochemical cell arrangements.  Low temperature electrolysis devices using an 

alkaline electrolyte [44,45,46] have been developed, and modular hydrogen production 

stations based on these technologies are commercially available from Norsk Hydro, 

Stuart Energy, Proton Energy, and Teledyne [40,41,47,48].  High temperature electrolysis 

of steam in a solid oxide electrolyzer (SOE) has also been considered [40,41,42,49].  

SOE devices, which employ an yttria stabilized zirconia (YSZ) ceramic electrolyte, were 

first developed by Dornier Systems GmbH under the name HotELLY in the 1980’s 

[50,51].  Recent work on SOE and reversible solid oxide fuel cells has demonstrated high 

hydrogen production rates in these cells [52,53,54,55,56].   

Direct electrolysis of water (or steam) is a not a strong competitor to reforming 

 

Figure 1-7: A low temperature PEM electrolysis cell. 
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systems, however, because it is an energy intensive process, requiring two Faradays of 

charge to produce one mole of hydrogen. In these cells, the open circuit voltage (OCV), 

corresponding to the free energy of formation of water, must be overcome to break the 

bonds in the water molecule.  This voltage, which is around 1.23 V at room temperature 

and 0.9 volts at 900°C, opposes the electrolysis process, resulting in a loss which lowers 

the overall efficiency of hydrogen fueled systems.  

1.2.4. Solid Fuel Utilization Strategies for Conventional Hydrogen 

Production 

The more common use of solid fuels in hydrogen production, however, comes in 

the form of gasification (a process previously described in Section 1.2.2).  In this process, 

the solid fuel is gasified to form a syngas, which is cleaned to produce a product 

consisting primarily of CO and H2.  This syngas, which is of similar makeup to the gas 

produced by steam reforming, is then passed into a water-gas shift reaction chamber in 

order to produce an outlet effluent of CO2 and H2.  Separation processes are employed to 

remove the carbon dioxide from the hydrogen product, however this process suffers the 

same drawbacks as hydrogen production from stream reforming: the process is 

economical only at large scale, and the product gas contains trace quantities of CO, an 

impurity that can damage low temperature fuel cell devices. 

1.2.5. Fuel Cells: Types and Technologies 

Fuel cells represent a class of devices and technologies that produce electrical 

work directly from the chemical energy of fuel.  In a fuel cell, an electrochemical driving 

force is established across an ionically conducting electrolyte, which physically separates 

the fuel cell into two distinct chambers: the anode and cathode chambers.  Electrons are 

drawn from the anode electrode surface to the cathode electrode surface through an 

external circuit, producing direct current electricity.  The electrodes themselves are often 

complex mixtures of elements with a porous structure, allowing for gas phase diffusion to 
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the triple phase boundary (TPB) at the electrode/electrolyte interface, while maintaining 

high electrical conductivity.  Although the voltage produce by an individual cell is small, 

these cells can be stacked together, resulting in a device producing useful power at 

practical voltages. 

Fuel cells come in a variety of types, each classified by the electrolyte used in the 

design.  The most common fuel cell type, and the type most often associated with fuel 

cell technology, is the proton exchange membrane fuel cell, or PEM cell.  PEM fuel cells 

utilize a proton conducting polymer, usually humidified Nafion, as an electrolyte.  

Hydrogen fuel is injected into the PEM cell anode chamber, where it is split into 2 

protons and 2 electrons.  The protons diffuse into and through the Nafion electrolyte 

layer, while the electrons are passed through the anode electrode into an external circuit.  

On the cathode surface, evolving protons react with oxygen in air and electrons returning 

from the external circuit to produce water.  PEM cells can also be used with alcohol fuels.  

Direct Methanol Fuel Cells (DMFCs) work by converting methanol at the anode into 

electricity.  The methanol reacts at the surface to form protons, electrons, and carbon 

dioxide.  Because the electrolyte itself requires liquid water to properly function, these 

cells are limited to temperatures below 100 °C.  In order to ensure fast kinetics in the 

system to produce practical power densities, expensive electrode catalyst materials, 

usually platinum, must be employed in these cells.  These catalyst materials are often 

susceptible to poisoning, especially by trace levels of carbon monoxide, and as a result 

the fuel source for a PEM cell must be purified before use.  The result, however, is a cell 

with some of the highest power densities of all fuel cell types [57].   

 Another class of fuel cells that has received considerable study is the Alkaline 

Fuel Cell (AFC).  NASA has used this type of cell extensively for the production of 

electricity on board space vehicles due to its relatively high power density and efficiency.  

In an AFC, hydroxide ions (OH
-
) are transported across an aqueous electrolyte, often a 

KOH solution contained within a solid scaffold material.  Temperatures in AFC devices 
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are in the 200-250 °C range, and the system is fueled by hydrogen.  Streams containing 

CO cannot be utilized by this cell, and would be undesirable as the presence of CO2 in 

concentrations over 300 ppm will cause degradation of the electrolyte due to carbonate 

formation [57]. 

Phosphoric acid fuel cells (PAFCs) utilize an electrolyte consisting of a carbide 

matrix supporting H3PO4 solution.   These cells were some of the earliest cells to be 

studied and commercialized, and they are now a commercial technology, with products 

available for purchase from companies such as United Technologies and Fuji Electric 

[58].  Despite this, these cells suffer from lower power densities when compared to other 

systems and a corrosive electrolyte. The phosphoric acid electrolyte also limits operating 

temperatures for these cells to approximately 200 °C, requiring the use of platinum 

catalysts that result in a sensitivity to CO (albeit not as severe as that found in PEM type 

cells).  

A considerable amount of interest has also been given to molten carbonate fuel 

cells (MCFCs).  In molten carbonate cells, the electrolyte consists of a liquid carbonate 

salt, such as LiCO3, K2CO3, or Na2CO3.  Carbon dioxide and oxygen react to form 

carbonate ions, which are then incorporated into the electrolyte.  The ions traverse the 

electrolyte and then react with the fuel, releasing the CO2 absorbed at the cathode.  For 

this reason, CO2 must be circulated from the anode chamber back to the cathode to keep 

the reaction from stalling.  Temperatures for MCFCs are considerably higher than the 

other technologies mentioned, and are often operated between 600 and 800 °C.   At these 

high temperatures, internal reforming becomes possible, and MCFCs are capable of 

operating on multiple fuel sources, including hydrogen, carbon monoxide, and 

hydrocarbons. 

Another fuel cell type, which offers fuel flexibility without the added 

complexities of molten phases or humidification and on which the fuel cell studied in this 

research paper is based, is the Solid Oxide Fuel Cell (SOFC). SOFCs utilize a solid, 
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oxide-ion conducting electrolyte, usually in conjunction with solid state electrodes, and 

operate at high temperature.  These solid oxide conductors have been around for over a 

century, with Nernst reporting in 1899 the first experiments with yttria stabilized zirconia 

rods, which emitted photons when a voltage was applied to the material [59,60].  

The conductors, which serve as the electrolyte in SOFCs, are ordered ceramic 

crystals that are doped in order to introduce vacancies.  The most common electrolyte 

material is yttria stabilized zirconia (YSZ), which is a ceramic primarily made up of a 

lattice of zirconium and oxygen.  The material is doped with yttria (the oxide of yttrium) 

to a level of 8% by moles, and since yttrium has an oxidation state of 3, compared with 

an oxidation state of 4 for zirconium, vacancies result in the zirconia crystalline lattice 

where oxygen would normally reside.  As oxygen ions are incorporated into the ceramic 

at the cathode surface from air, the vacancies provide a pathway for the ions to hop 

through the structure to the anode and react with the fuel, as shown schematically in 

Figure 1-8. 

To ensure adequate conductivity in these structures, SOFC devices are operated at 

temperatures between 800 and 1000 °C, where the mobility of the vacancies is 

   

Figure 1-8: Schematic of a solid oxide fuel cell operating on hydrogen 

with an yttria stabilized zirconia (YSZ) electrolyte. 
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sufficiently high to realize practical current densities.  These high operating temperatures 

allow the SOFC to convert a variety of fuels to electricity, including hydrogen, carbon 

monoxide, and methane (through internal reforming).  The high temperatures, however, 

restrict the choice of materials for stack interconnects and seals, requiring more exotic 

and expensive systems to properly contain and seal the devices.  A number of other 

ceramics have been proposed and tested in SOFC devices, including scandia stabilized 

zirconia (ScSZ) and gadolinium doped ceria (GDC), to lower the operating temperatures 

and allow the use of readily available materials.  These ceramics, particularly GDC, also 

offer better compatibility with state-of-the-art lanthanum strontium cobalt ferrite (LSCF) 

cathode materials, which have been shown to degrade over time when interfaced directly 

with YSZ. 

1.2.6. Solid Fuel Utilization in Fuel Cells 

Although the primary fuel used in most fuel cell applications today is hydrogen, 

and to a lesser extent methane, direct electrochemical work extraction from solid 

carbonaceous fuels has been explored in multiple forms for over 150 years.  In 1855, 

Becquerel filled a platinum vessel with a molten nitrate salt electrolyte and inserted a 

carbon rod to produce electricity [59].  A similar arrangement, using an iron vessel as the 

cathode, was employed by Jablockoff 22 years later [60].  Jacques repeated the 

experiments using a sodium hydroxide electrolyte in 1896 [61,62], and Reed in 1918 and 

Taitelbaum in 1920 improved on the design by utilizing a solid ceramic to contain the 

molten electrolyte and separate the anode and cathode chambers [63,64].  Although all of 

these systems produced measurable quantities of electrical power, it is likely that the 

processes governing their behavior were dominated by side reactions between the 

electrolyte and a consumable material in the system.   

In addition to these works, numerous early studies also focused on using coal-

derived gases, chiefly CO, as a fuel. Haber and Moser produced a device of platinum and 
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glass in 1904, which they used to study carbon monoxide [65].  Baur and Ehrenburgh 

converted CO to electricity in 1910 through the use of nickel anode, molten silver 

cathode, and borax electrolyte [66].  By 1929, Greger was able to produce a device 

consisting of a carbonate electrolyte with a continuous oxygen supply for the cathode 

[67].  These early studies provided the building blocks for the research that would later 

follow in this space. 

An early fuel cell that directly converted solid carbon to electricity through 

electrochemical means was produced by Baur and Pries in 1937.  The researchers 

suggested that the condition for a chemically stable electrolyte can only be met by the use 

of an ionically conducting solid electrolyte such as YSZ.   They were able to build a 

device with a liquid silver cathode, coupled to a solid oxide electrolyte with a solid 

carbon anode electrode, that produced electrical work [64].  In 1949, McKee was able to 

produce similar results using a SOFC with a graphitic anode.  His device produced 

electricity, although at current densities and efficiencies far too low to be of practical use 

[68].  

More recently, companies have attempted to commercialize SOFC technologies 

that utilize liquid metal anodes.  The liquid anode and all its auxiliary support equipment 

adds considerable complexity to the overall system, but allows for the direct oxidation of 

a carbon fuel to carbon monoxide.  One such company founded in 1997, CellTech Power 

LLC, has worked to develop SOFCs with molten tin anodes to produce a fuel flexible 

system [69]. A preliminary stack was operated on coal for 2 weeks [70]. The cell also 

exhibited battery like behavior, as excess oxygen in the system could be stored in the 

form of the oxidized anode material, which could be reduced at a later time through the 

addition of excess fuel.  A solid oxide fuel cell containing carbon in contact with a 

molten silver anode has also been described [71]. 

In addition to molten metals, molten salts have also been employed as anodes in 

solid oxide fuel cells.  Balachov et al. at SRI reported on a system with a circulating 
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anode into which solid fuel particles were dispersed.  The device was run on a variety of 

fuels, including coal, biomass, tar, and plastics, and power densities of up to 

110 mW/cm2 at 0.7 V were demonstrated [72].  In 2006, Pointon, et al. reported on a 

carbon-air fuel cell focused on man-portable applications.  A measured current density of 

22 mA/cm2 at 700 °C was reported, and research is ongoing into reducing system losses 

[73]. 

Molten salts have also been employed as the electrolyte material in a considerable 

number of studies on cells designed to operate on solid fuels.  In the late 1980’s, 

Vutetakis et al. studied a MCFC which was employed for direct carbon conversion at 

temperatures of 500 to 800 °C.  Activated carbon and coals of various rank were tested in 

the melt at loading levels of up to 0.15 gsolid/gmelt. Current densities of over 250 mA/cm2 

were achieved at 0.3 V and 800 °C.  The graphite and anthracite coal performed worse 

than the other coals tested due to their lower surface reactivities [74].  

Later, Peelen and coworkers reported current densities up to 100 mA/cm
2
 at 0.8 V 

on a MCFC fueled with solid carbon.  An exergy analysis revealed that approximately 

65% of the total system loss occurred in the preheating subsystems and from heat 

rejection to the environment in the exhaust gases, compared to only 9.5% of the total loss 

occurring in the MCFC itself.  Even so, the authors noted that at 650 °C the charge 

transfer resistance for carbon oxidation is roughly three orders of magnitude larger than 

that of hydrogen on a Ni anode [75].  

Similar results on a MCFC have been reported by Cherepy et al. at Lawrence 

Livermore National Laboratory (LLNL).  This group has reported power densities of 200 

mW/cm
2
 at approximately 0.5 V operating on pulverized activated carbon and carbon 

black.  An experiment on a high sulfur petroleum coke was also reported, with the result 

showing an increasing cell resistance with time [76].  

Molten salt electrolyte fuel cells utilizing a molten sodium hydroxide have been 
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studied as well.  Zecevic and coworkers at Scientific Applications and Research 

Associates, Inc. (SARA) utilized graphite rods as the anode in a system operating 

between 400 and 650 °C.  Systems were tested up to 540 hours, and a measured voltage 

efficiency of 60% was reported for a device with a maximum current density of 

250 mA/cm
2
 [77].  Another research group at West Virginia University utilized a similar 

chemistry to investigate the effect of carbon type, including graphite, pressed petroleum 

coke, coal, and tar mixtures, on overall performance.  The results indicated that the 

graphite showed the lowest reactivity, consistent with expectations [78].  

1.3. Scope and Objectives: A Carbon Fuel Cell Model 

The present study focuses on an entirely different class of devices than those 

described above in Section 1.2.  These devices, collectively known as carbon fuel cells, 

are capable of producing electricity and hydrogen in an efficient and environmentally 

sensitive manner from commonly available solid fuels, chiefly coals and biomasses.  

Taken together, these devices have the potential to be an important component of efforts 

to tackle the energy challenge described in Section 1.1.   

Carbon fuel cells, however, are relatively new devices that have not yet been 

extensively studied, refined, or perfected.  Many questions about these devices remain, 

including their technical feasibility as part of large systems, their ease of manufacture, 

and their economic viability when produced and operated at scale.  The lack of 

operational data or proof-of-concept devices at moderate or industrial scales underpins 

these uncertainties, and leaves carbon fuels cells at an impasse; extensive funding and 

capital expenditure is required to build the pilot facilities necessary to demonstrate the 

technology and answer these questions, but further demonstration of carbon fuel cells is 

required to de-risk the technology and secure these levels of funding.  Further, funding to 

solve some of the other technological barriers to carbon fuel cell development, such as 

the handling of fuel impurities, is itself dependent on evidence that carbon fuel cells are a 
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fundamentally sound investment. 

Fortunately, a portion of this demonstration process can occur through modeling.  

By modeling device geometries likely to be used in larger scale systems, insights into the 

operation of carbon fuel cells at scale can be gleaned, and some of the questions holding 

carbon fuel cell technology back can be addressed to a point where further capital outlays 

for further fundamental research as well as physical demonstration projects become 

defensible.     

This work aims to develop and exercise a model of carbon fuel cell devices to do 

just that.  An overall model of a fuel cell device is proposed, which incorporates the 

kinetics and dynamics of the fuel bed, the electrochemistry occurring at the fuel cell 

surfaces, as well as the thermal energy flows throughout the modeled device.  An 

additional balance of system (BoS) model is presented as well, which predicts the system 

performance for a carbon fuel cell device, including all necessary support equipment, 

such as pumps and heat exchangers.  The model is exercised for a variety of fuel types, 

including synthetic chars, coal, and biomass materials, in a variety of geometries, and 

with a variety of cell materials, in order to help form answers to the following questions: 

 What electricity production rates can be expected from carbon fuel cell devices? 

 What hydrogen production rates can be expected from carbon fuel cell devices? 

 What cell and system efficiencies can be expected for carbon fuel cell devices?  

 How sensitive are carbon fuel cell devices to different fuels?  

 How do cell materials affect the performance of carbon fuel cell devices?  

 How does geometry affect the performance of carbon fuel cell devices? 

The insights gleaned through the process of using the model to answer these questions 

allows an optimization of the studied parameters, so that system efficiency, system 

output, or a combination of these two parameters, can be maximized through fuel choice, 
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material choice, and cell geometry, providing design guidelines for pilot systems.  

To help develop this model and clearly explain its lessons and conclusions, this 

dissertation is organized into a number of chapters, sections, and appendices.  Chapter 2 

will provide an overview on carbon fuel cell technologies and introduce the air-carbon, 

steam-carbon, and steam-carbon-air fuel cell designs.  Chapter 3 will develop a set of 

model building blocks called modules that are used to describe the various processes 

occurring in fuel cell devices, Chapters 4 through 7 will use these modules to develop 

models of carbon fuel cell devices and share important results, with Chapter 4 dedicated 

to a model of the solid fuel bed, Chapter 5 devoted to the air-carbon fuel cell, Chapter 6 

focused on the steam-carbon fuel cell, and Chapter 7 revealing model results for a steam-

carbon-air fuel cell.  Chapter 8 will provide a summary of important results as well as 

suggestions for further research.  Finally, a set of appendices will provide background 

and support material. 

In reading this work and interpreting its results and conclusions, it is always 

useful to keep the words of statistician George Box in mind: All models are wrong, but 

some are useful.  Assumptions about the nature of physical phenomena are used in 

developing this model, and are explained when necessary.  Values for some important 

model parameters are taken from fits to experimental data; these processes are explained 

throughout this work, and sensitivity analyses are provided when appropriate.  

Simplifications are made to enable faster computation where suitable, and these choices 

are described as well.   

The end result is a model that is wrong, and that cannot and should not replace the 

operational data that could be gleaned from a real system.  However, it is the goal of this 

work to produce a model that is useful, that can be exercised to better design and build 

pilot devices and justify the associated costs and difficulties of further fundamental 

research. 
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2. The Carbon Fuel Cell 

The carbon fuel cell (CFC) represents a simple and highly efficient alternative 

technology for electricity and hydrogen production from solid carbonaceous fuels than 

those described in Chapter 1.  The CFC classification is a relatively new classification, 

and its exact meaning, as well as which device architectures fall within and outside its 

scope, has not been well defined.  Indeed, the name of the classification itself has not 

been completely settled, with various groups and publications foregoing the name 

entirely or referring to the technologies as direct carbon fuel cells (DCFCs) or solid 

carbon fuel cells (SCFCs).   

For the purposes of this dissertation, a definition of a carbon fuel cell is employed 

that incorporates any solid-state fuel cell device that utilizes a solid oxide electrolyte to 

convert solid fuels in a single process chamber using Boudouard gasification.  As a 

consequence, architectures that employ multiple process steps, molten phases, or 

gasification agents besides carbon dioxide are not considered when CFC designs and 

technologies are discussed in this work.  

2.1. Carbon Bed Thermodynamics 

A unifying feature in the class of devices known as carbon fuel cells is a bed of 

solid fuel material contained in the anode compartment of a solid oxide fuel cell.  

Generally, the fuel is a devolatilized char, produced by a pyrolysis process undergone 

before or during injection into the anode chamber.  To increase reaction rates and 

improve device performance, the fuel is often pulverized to sub-millimeter particle size to 

increase the active surface area of the char per unit mass and volume.  The bed can be 

fixed or fluidized in order to encourage mixing and uniformity throughout the anode 

chamber. 
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2.1.1. The CO-Shuttle Mechanism 

Fuel is converted in the bed through dry gasification, wherein the carbon reacts 

with an atmosphere of carbon dioxide at high temperature and forms carbon monoxide, 

the fuel used by the fuel cell.  The thermodynamics of this process are dictated by 

Boudouard equilibrium, which is defined based on the equilibrium of the following 

reaction, known as the Boudouard reaction: 

C(s) + CO2  2CO (2.1) 

The carbon monoxide created through the Boudouard reaction is oxidized at the 

cell anode surface by oxygen ions evolving through the solid oxide electrolyte, forming 

carbon dioxide, which can react further with carbon in the fuel bed to create more carbon 

monoxide fuel:  

COa + Oa
-2

  CO2,a + 2e
-
 (2.2) 

In this way, the carbon dioxide needed to gasify the solid carbon fuel is self-

generated by the bed and fuel cell itself.  This cycle, shown in Figure 2-1, consists of CO 

reacting at the anode to form CO2, then reacting with the bed to form more CO, which 

can again react at the cell anode, is referred to as the CO-shuttle mechanism [79]. 

The Boudouard reaction, the forward direction of Equation (2.1), is an 

endothermic reaction, and heat must be supplied to the carbon bed in order to maintain 

system temperature.  Fortunately, the oxidation reaction at the anode surface, Equation 

(2.2), is highly exothermic at the temperatures of interest.  Even so, care must be taken to 

ensure that adequate heat is being generated at the anode surface to supply the carbon bed 

with the necessary thermal energy to retain a constant system temperature.  In practice 

this means ensuring that some of the CO2 generated at the anode leaves the cell before 

reacting via Equation (2.1) to form more CO. 
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2.1.2. Boudouard Equilibrium 

In order for the bed to create the carbon monoxide fuel utilized by the fuel cell 

itself, Equation (2.1) must favor carbon monoxide formation, and fundamental 

thermodynamic principals can be used to determine when this is the case.  For a system 

in equilibrium, the sum of the chemical potentials of the reactants and products must be 

equal.  For Boudouard equilibrium, this results in the expression 

    
          (2.3) 

where    is the chemical potential of species k evaluated at its partial pressure.  Because 

the partial pressures depend on the equilibrium concentrations, which are unknowns, it is 

useful to expand Equation (2.3) by using the fugacity relation  

                           
  

  
  (2.4) 

where xk is the mole fraction of species k in the gas phase,    is the fugacity coefficient 

of species k, R is the universal gas constant, T is the system temperature, Ps is the system 

 

Figure 2-1: The CO-shuttle mechanism.  Carbon in the anode chamber 

(dark grey) reacts with CO2 diffusing through the bed to form CO, which 

reacts at the anode surface to produce more CO2. 
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pressure, and Po is standard pressure.  If the system is operating at a constant temperature 

and pressure, further simplification is possible through the relation of chemical potential 

to the Gibbs free energy: 

                 (2.5) 

where      is the standard Gibbs free energy for species k at the system temperature. 

Equations (2.4) and (2.5) can be inserted into Equation (2.3) to yield an 

expression that can then be used to determine the equilibrium mole fractions of CO and 

CO2 in the system.  This expression is manipulated into a standard form, such that its 

value is defined as the equilibrium constant Kp: 

     
             

     

   
   

    
 

        

  

  
  (2.6) 

Equation (2.6) can be exercised to calculate the equilibrium concentration of CO 

over a range of temperatures, and the result of this calculation for a system at standard 

pressure (Ps = Po) and assuming ideal gas behaviors (    ) is shown graphically in 

Figure 2-2.  The results indicate that the Boudouard equilibrium flips from favoring CO2 

formation at temperatures below 800 K, to favoring CO formation at temperatures above 

1200 K, with a transition period at temperatures in between.  This requirement for 

temperatures above 800 °C to produce the CO fuel for the cell matches well with the 

requirements for the solid oxide electrolyte, which must be kept at temperatures above 

600-700 °C in order to achieve a high enough ion conductivity to realize practical current 

densities. 
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2.1.3. Coking Concerns 

The equilibrium conditions shown in Figure 2-2 also provide insights into ways to 

avoid carbon deposition, or coking, on the anode surface.  If the concentration of CO in 

the cell anode chamber is above the equilibrium condition, there will be a thermodynamic 

driving force for two CO molecules to react and form CO2 and solid carbon.  This solid 

carbon can deposit on the anode surface or within the porous electrode structure, blocking 

active sites and deactivating the surface. To avoid this undesirable situation, care must be 

taken to ensure that the CO concentration does not surpass the equilibrium value and lead 

to carbon deposition.  For example, a system that is at equilibrium should be exposed to 

excess CO2 before cooling, or should be cooled slowly, as a sudden drop in temperature 

would result in a CO concentration above the equilibrium point at the new, lower 

temperature.  Similarly, geometry and thermal management must be considered when 

designing a cell, as excess CO from a warm area of the cell could migrate to a cooler 

region, pushing the local concentration in the cooler zone above equilibrium and 

encouraging coking behavior. 

In a real system, the fuel source will also include an appreciable amount of fixed 

 

Figure 2-2: Boudouard equilibrium concentration of CO as a function of 

system temperature.  
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hydrogen in the char structure.  To understand the carbon deposition regime, a C-H-O 

ternary diagram can be created, as shown in Figure 2-3 [80].  The ratio of C, H, and O 

atoms in the gas phase places the operating condition at a point on the diagram.  If this 

point is above the solid line for the temperature of interest, carbon deposition will result.  

Care must therefore be taken to avoid these regions. 

In contrast, fuel cells operating on gaseous hydrocarbons must take care to avoid 

the coking region.  Methane, a common fuel for SOFC devices, is within the coking 

region at cell operating temperatures.  To avoid carbon deposition, the amount of fuel 

injected into the cell must be controlled to ensure an adequate supply of exhaust CO2 and 

H2O is present in the system to shift the overall gas phase makeup away from the coking 

region. 

Fortunately, for a cell operating at a constant and uniform temperature, the 

presence of the solid fuel naturally alleviates these coking concerns in CFC devices.  The 

 

Figure 2-3: The C-H-O ternary diagram.  Lines represent the boundary of 

the coking region for various operating temperatures [80]. 
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addition of excess fuel does not change the equilibrium gas phase concentration. Since an 

active anode converts CO into CO2 by Equation (2.2), the operating fuel cell tends to 

shift the gas phase C-H-O ratio down and to the right on the ternary diagram, away from 

the carbon deposition regime.  Extra solid fuel will only serve to help drive the gas phase 

towards equilibrium if an abundance of CO2 from the anode surface is present in the gas.  

There is no thermodynamic driving force, however, to push the gas phase into the 

deposition region. 

2.2. Electricity Production: The Air-Carbon Fuel Cell 

The air-carbon fuel cell (ACFC) is a subclass of carbon fuel cells which utilize 

oxygen, usually in the form of air, at the cathode as the oxidant for the solid fuel.  ACFC 

devices are useful for producing electrical work directly from the oxidation process. 

2.2.1. Electrochemical Combustion 

In the air carbon cell, oxygen in the cathode chamber reacts at the cathode 

surface, picking up electrons and splitting into 2 oxygen ions, which are then 

incorporated into the crystalline solid oxide electrolyte.  The overall reaction for this 

process can be written as: 

O2,c + 4e
-
  2Oc

-2
  (2.7) 

The oxygen ions incorporated into the electrolyte lattice migrate through the solid 

electrolyte to the anode surface via lattice vacancies.  The electrons required at the 

cathode are provided through an external circuit, where work is extracted from the 

electrons provided by the anode.  At the anode surface, these electrons are released by the 

reaction of the oxygen ions and CO fuel according to Equation (2.2).  The overall system 

reaction, found by balancing and combining Equations (2.1), (2.2), and (2.7), becomes: 
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O2,c + C(s),a  CO2,a  (2.8) 

This reaction is, in effect, the carbon combustion reaction.  The completion of the 

oxidation in the ACFC arrangement, however, leads to four electrons traversing an 

external circuit for each carbon atom consumed in the bed, as shown in Figure 2-4.  

Unlike traditional combustion, where the thermal energy released by combustion is 

utilized in a series of steps to eventually generate electricity, the ACFC is able to produce 

electric work directly through the electrochemical combustion of the solid fuel.  The 

result is a process of considerably higher efficiency when compared with legacy 

technologies.  The exact efficiency, however, is a function of multiple variables, 

including the amount of CO that escapes the system un-utilized at the anode, as well as 

the voltage at which the cell is operated, among other factors.  

The maximum theoretical efficiency for an ACFC device can be calculated, 

however, by a thermodynamic analysis over a control volume surrounding an ACFC 

device, as shown in Figure 2-5.  In this analysis, fuel is provided to the cell as solid 

carbon, and leaves the cell in its fully oxidized form as CO2.  This is the ideal condition, 

 

Figure 2-4: Schematic of an air-carbon fuel cell. 
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as any CO that escapes the cell represents an under-utilized carbon atom, which will 

lower overall efficiency.  Oxygen, in the form of air, is supplied to the cathode side, and 

the exhaust from the cathode is made up solely of the remaining nitrogen in the air.  The 

exhaust CO2 and N2 streams are physically separate, an important distinction from 

conventional power systems where the exhaust streams are mixed in the combustion 

process.  Heat and work are removed from the device, and all interactions with the device 

occur at standard conditions. 

An enthalpy and entropy balance over this control volume yields the following 

relations:  

             
        

     
        

 (2.9) 

            
                       

                   
        

 
 

  

 (2.10) 

where hk is the molar specific enthalpy of species k at standard conditions, sk is the molar 

specific entropy of species k at standard conditions, To is standard temperature, and sgen is 

the entropy generation in the system.  The logarithmic terms result from the additional 

entropy of mixing present in the air stream entering the CFC system.  If sgen is set equal to 

zero, an expression for the maximum system efficiency, where efficiency is defined as 

work extracted per unit of fuel divided by the higher heating value of the fuel HHVfuel, 

can be written as 

 

Figure 2-5: Control volume surrounding an ACFC for thermodynamic 

analysis. 
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 (2.11) 

The maximum efficiency as calculated by Equation (2.11) for an ACFC system is 

98.7%, revealing that the ACFC setup is theoretically able to access nearly all of the 

heating value of the carbon fuel.   

2.2.2. ACFC Open Circuit Voltage  

The thermodynamic driving force for this cell can be directly calculated from 

fundamental thermodynamic principles.  In the open circuit configuration, no current is 

passing through the solid electrolyte or the external circuit, and if there are no other 

forced flows of mass or energy into or out of the anode compartment, the steady state 

composition of the anode gases will be constant throughout the bed and at the Boudouard 

equilibrium concentrations.  These gases will have a different oxygen activity level than 

that of the air present at the cathode of the cell, and because the electrolyte is conductive 

to oxygen ions, this difference in activity levels will result in a chemical potential 

gradient being established across the electrolyte. 

If the fuel cell is at open circuit conditions, however, there is no path for electrons 

to transit from the anode to the cathode.  As a result, an electrostatic potential gradient, 

equal and opposite to the chemical potential gradient, will be established to counteract 

and cancel out the driving force in the cell, resulting in a net constant electrochemical 

potential across the entire electrolyte.  This relationship at open circuit voltage can be 

written according to the potentials of the conducting oxygen ion as  

                         (2.12) 

where       is the electrochemical potential of an oxygen ion and the subscripts e,a and 

e,c refer to a point just inside the electrolyte near the anode and cathode surfaces, 
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respectively.  

For a system in equilibrium, the sums of the electrochemical potentials of reactant 

species and product species in an equilibrated reaction are equal.  This fact can be used to 

describe the electrochemical potential of the oxygen ions at both the anode and cathode 

with terms that can be directly calculated or found in published thermodynamic property 

tables. 

At the cathode, equilibration of the cathode surface reaction, Equation (2.7), leads 

to the following expression for the cathode oxygen ion electrochemical potential if it is 

assumed that gas species are uncharged:  

            
          

 
 

 

 
             

               

 
 

 
  (2.13) 

where      is the electrostatic potential of species j and the subscript c refers to the 

cathode electrode phase.  The chemical potential of molecular oxygen can be expanded 

further.  By using the definition of fugacity and by assuming that the fuel cell operates at 

a constant temperature and pressure, Equations (2.4) and (2.5) can be inserted into 

Equation (2.13) to yield the following expression:  

           
 

 
      

         
   

  

  
  

 
                 

 
  (2.14) 

where the mole fraction of the oxygen in the cathode gas,    
, is taken to be 20.8% (air) 

for the ACFC.   

A similar transformation to determine the oxygen ion chemical potential at the 

anode is complicated by the presence of three possible half reactions that can occur at the 

anode surface, represented by the subscript a:  

COa + Oa
-2

  CO2,a + 2e
-
 (2.15) 
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C(s),a + 2Oa
-2

  CO2,a + 4e
-
 (2.16) 

C(s),a + Oa
-2

  COa + 2e
-
 (2.17) 

Using the same methodology as at the cathode, these reactions can be used to 

form an expression for the anode-side oxygen ion chemical potential as a function of 

known quantities, which results in the following set of equations, corresponding to 

Equations (2.15), (2.16), and (2.17), respectively:  
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  (2.20) 

The values of     
 and     are known for the anode gas because they are in 

Boudouard equilibrium with the solid carbon phase according to Equation (2.6).  By 

substituting Equation (2.6) into these expressions, it can be readily shown that Equations 

(2.18), (2.19), and (2.20) are all different functional forms of the same relation.  Solving 

Equation (2.6) for     and plugging into Equation (2.18) or (2.20) yields Equation (2.19) 

after simplification.  Similarly, solving Equation (2.6) for     
 and plugging into 

Equation (2.18) or (2.19) yields Equation (2.20).  As a result, any of these relations may 

be used to solve for EOCV, and all will provide the same answer. 

Inserting Equations (2.14) and (2.19) into Equation (2.12) results in the following 

relation:  
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  ln  2  2     +2    +2  ,      
(2.21) 

This relation can be rearranged to combine like terms, and the electron chemical potential 

change can be collapsed through        
   

 
   

   
 
 and the electron electrical 

potential change can be collapsed through            
 
        

 
.  This change in 

electron electrical potential is the cell voltage, and it can be expressed as the open circuit 

voltage EOCV by utilizing the relation         , where F is the Faraday constant, E is 

a voltage, and n is the charge number, which for electrons is -1.  Solving Equation (2.21) 

for the cell open circuit voltage, EOCV, yields an expression this is a function of the 

chemical potential difference across the cell: 

     
 

  
      

               
  

  

  
   

          
    

 

    
     

 

  

  

  
    

 
  (2.22) 

In practice, any voltage created by differences in the electron Fermi level in the 

anode and cathode electrodes is negligibly small, and the last term in Equation (2.22) 

corresponding to the electron chemical potentials is neglected. At the temperatures of 

interest, ideal gas behavior can also be safely assumed, resulting in fugacity coefficients 

of unity.  Further, if the NIST-JANAF thermochemical tables are used, the standard 

Gibbs energy terms in Equation (2.22) can be replaced by the standard Gibbs free 

energies of formation for each species, and because oxygen and solid carbon are 

reference species in the NIST-JANAF dataset, they can be omitted from the relation 

entirely to yield a simplified form with a system at standard pressure: 

     
      

         
 

  
 

  

  
    

      
 

    
 

   (2.23) 

where      
  is the standard Gibbs free energy of formation for species k at system 

temperature.  This relation is the well recognized Nernst equation, which is used 
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throughout the electrochemistry field to predict the open circuit voltage (OCV) of various 

cell configurations.  Equation (2.23) is only a function of system temperature, and the 

Boudouard Equilibrium from Equation (2.6) is used to find the value of     
 as a 

function of T. 

The open circuit potential for an ACFC cell, found by evaluating Equation (2.23) 

over a range of temperature, is shown in Figure 2-6.  The OCV hovers around 1 volt up 

until approximately 940K, at which point the OCV increases with temperature.  At this 

temperature of 940K, the Boudouard reaction equilibrium changes from favoring CO2 

formation to favoring CO formation.  Accordingly, the calculated open circuit voltage 

changes from following the thermodynamic driving force of a cell reacting carbon and 

oxygen to form unit activity CO2 to one reacting carbon and oxygen to form unit activity 

CO.  These results are shown as two dashed gray lines in Figure 2-6.  

The calculations shown in Figure 2-6 reveal that the ACFC has a strong 

thermodynamic driving force at the temperature range of interest, resulting in a cell that 

is theoretically capable of producing spontaneous electrical power from solid carbon fuel.  

 

Figure 2-6: Theoretical open circuit voltage for an ACFC. 
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2.2.3. Previous Work on ACFCs 

Several groups began experimenting with solid-state systems similar to the ACFC 

concept described above in the late 1980s.  The first publication analyzing a CFC design 

was by Nakagawa and Ishida in 1988.  This study focused on a SOFC using a YSZ 

electrolyte and painted platinum electrodes on the cathode and anode.  Charcoal was 

placed into the anode chamber in close proximity to the anode surface, and fuel was 

provided to the surface through the Boudouard reaction of carbon dioxide and solid 

carbon to form carbon monoxide gas.  An exergy analysis was conducted of the system, 

and loss mechanisms were identified in the ohmic resistance of the cell, as well as 

polarization losses.  As expected, higher temperatures were shown to reduce these losses 

and increase reaction rates [81]. 

Later, Horita et al. investigated different anode materials, including graphite, 

vanadium carbide, tungsten carbide, zirconium carbide, and titanium carbide, for CFC 

operation [82]. The results indicated that the metal carbides performed superiorly to the 

graphite material during polarization test, although the metal carbides are believed to 

oxidize, and then slowly recarbidize, in the cell in question [82]. 

In the early 1990’s,  ür and Huggins constructed a single-chamber reaction 

vessel consisting of a carbon sample and SOFC device separated by a small distance and 

held at independently controlled temperatures. The device demonstrated fuel cell 

behavior at a SOFC temperature above 900 °C.  The temperature of the carbon sample 

was varied from 725 and 955 °C, resulting in open circuit voltages ranging from 0.9 to 

1.1 V, respectively [83].   

More recently, A. C. Lee et al. has demonstrated in a series of publications the 

practical feasibility of generating electricity in a single process step from the conversion 

of coal and other solid carbonaceous fuels in a CFC reactor that utilizes anode recycle to 

fluidize the fuel bed and achieve dry gasification.  In an early publication, an ACFC 
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devices utilizing helium as a fluidization agent in the carbon bed produced moderate 

power densities of 1.6 mW/cm
2
 when operating on a synthetic carbon char [84].  A later 

work utilizing CO2 as the fluidization agent resulted in a large increase in performance, 

with devices running on Lower Kittanning coal, synthetic carbon, and biomass materials 

producing 160 mW/cm
2
 [85].  Further experiments on a tubular test device operating on 

an activated carbon fuel resulted in peak power densities in excess of 220 mW/cm
2
 [86].  

Gür, Homel, and Virkar improved on this CFC design in 2010 and reported a cell power 

density of 450 mW/cm
2
 at 0.64 V operating on coal, indicating that commercially 

practical power densities can be realized with CFC systems [87]. 

In the same reports, Lee was also able to demonstrate using thermodynamic 

principles the promise of ACFC devices, with an ACFC device running on coal based 

fuels having a theoretical efficiency considerably higher than conventional power 

generation designs [86].  In addition, a model was developed for the solid carbon bed of 

the fuel cell, which showed that bed kinetics were fast enough to support current density 

loads up to 1 A/cm
2
, and that temperature had a profound impact on this result, which the 

flow of CO2 to fluidize the bed was less important overall [88].  This model serves as the 

underpinning for this study, and is expanded and described in greater detail in Chapter 3. 

2.3. The Steam-Carbon Fuel Cell 

The steam-carbon fuel cell (SCFC) is a subclass of carbon fuel cells which utilize 

water, in the form of steam, at the cathode as the oxidant for the solid fuel.  In the 

reduction process, water loses its oxygen, and the result is hydrogen gas.  SCFC devices 

are therefore useful for producing both electrical work and hydrogen fuel directly from 

the oxidation process. 

2.3.1. Electrochemical Reforming and Water-Gas Shift 

In the steam-carbon cell, water in the cathode chamber reacts at the cathode 
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surface, picking up electrons and releasing its oxygen as an ion, which is then 

incorporated into the crystalline solid oxide electrolyte.  The remaining hydrogen atoms 

combine to form molecular hydrogen and evolve from the surface.  The overall reaction 

for this process can be written as: 

H2Og,c + 2e
-
  H2,c + Oc

-2
  (2.24) 

Similar to the ACFC, the oxygen ion incorporated into the electrolyte lattice 

migrates through the solid electrolyte to the anode surface via lattice vacancies.  The 

electrons required at the cathode are provided through an external circuit, where work can 

be extracted from the electrons provided by the anode.  At the anode surface, these 

electrons are released by the reaction of the oxygen ions and CO fuel according to 

Equation (2.2).  The overall system reaction, found by balancing and combining 

Equations (2.1), (2.2), and (2.24), becomes: 

2H2Og,c + C(s),a  CO2,a + 2H2,c (2.25) 

This reaction is, in effect, the steam reforming reaction of carbon to produce 

syngas followed by the water-gas shift reaction.  The completion of this process in the 

SCFC arrangement, however, leads to four electrons traversing an external circuit as well 

as two hydrogen molecules being generated (in the ideal case) for each carbon atom 

consumed in the bed, as shown in Figure 2-7.  Unlike traditional reforming processes, 

where all reactants are mixed in a series of process steps, the SCFC is able to produce 

both electric work and hydrogen directly through the electrochemical reforming of the 

solid fuel.  This results in one of the major advantages of the SCFC design: a purified 

hydrogen product.  In conventional reforming processes, the hydrogen product contains 

trace amounts of carbon species, including carbon monoxide.  When utilized in low 

temperature fuel cells, this CO impurity poisons the fuel cell catalysts, permanently 

damaging the cell.  SCFC devices, however, produce pure hydrogen, which can be safely 
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used in the low temperature cells. 

The reaction shown in Equation (2.25) is endothermic in nature, requiring a heat 

input of 100 kJ/mol at 1000 K to complete the reaction, as shown by the red line in 

Figure 2-8.  Despite this, the conversion of steam to hydrogen and carbon dioxide by 

reaction with carbon is thermodynamically favorable at moderate temperatures and 

above.  The equilibrium fractions of reactants and products of Equation (2.25) can be 

found by determining the equilibrium constant for this system through a similar process 

as that of the Boudouard reaction equilibrium constant, which was derived in detail in 

Equations (2.1) through (2.6).  When this process is repeated for the current system, the 

following expression is found: 

     
      

       
             

   
   

    
           

    
     

 

  

  
  (2.26) 

Equation (2.27) can be combined with the simple expressions    
      

 and 

   
     

       , found through stoichiometry and assuming no other gas species, 

to solve for the equilibrium concentrations of any of the gas species.  If ideal gas 

 

Figure 2-7: Schematic of a steam-carbon fuel cell. 
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behavior at standard pressures is assumed, the equilibrium concentration of H2O, shown 

in blue in Figure 2-8, reveals that at temperatures above 755 K, steam represents less than 

half of the gas phase, and by 1000 K, greater than 50% of the equilibrium gas phase is the 

hydrogen product, with carbon dioxide making up a majority of the rest.   

A thermodynamic analysis of the SCFC system reveals some interesting 

characteristics.  Like the ACFC analysis, a control volume is considered which encloses 

the SCFC system, as shown in Figure 2-9.  Fuel is provided to the cell as solid carbon, 

and is assumed to leave the cell in its fully oxidized form as CO2.  Water is supplied to 

 

Figure 2-8: Equilibrium mole fraction of water in the reforming plus 

water-gas shift reaction (blue, left axis) as well as the heat required per 

mole of carbon to drive this reaction forward (red, right axis) as a 

function of temperature. 

 

Figure 2-9: Control volume surrounding a SCFC cell for use in a 

thermodynamic analysis. 
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the cathode side, and the exhaust from the cathode is made up solely of the product 

hydrogen.  The exhaust CO2 and H2 streams are physically separate, and heat is added to 

the device while work is removed, and all interactions with the device occur at standard 

conditions. 

An enthalpy and entropy balance over this control volume yields the following 

relations:  

                    
     

 (2.27) 

                  
     

 
 

  
 (2.28) 

If sgen is set equal to zero, an expression for the reversible work out,     
 , can be found 

as a function of input and output enthalpy and entropy terms only.  Calculating the value 

of     
  for inputs and outputs at standard conditions yields a value of -79.9 kJ per mole 

of carbon consumed.  For this same situation, the heat required to power the device, q, is 

98.2 kJ per mole carbon consumed, indicating that both heat and work must be added to 

the system in the reversible condition.  In order to produce electricity with the SCFC 

device, sufficient heat must be added to overcome the work requirement and flip its sign. 

Entropy will be generated in the system through this process, however, lowering the 

overall efficiency. 

2.3.2. SCFC Open Circuit Voltage  

Although thermodynamic principals can be employed to calculate the open circuit 

voltage of a SCFC device directly, it can be more instructive to deduce the voltage by 

considering both an air-carbon fuel cell, as described in Section 2.2, and a conventional 

hydrogen fueled SOFC, where the overall system reaction is  

2H2,a + O2,c  2H2Oa (2.29) 
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Using a similar approach as that used to determine the open circuit voltage of the 

ACFC through Equations (2.12) to (2.22) in Section 2.2.2, an expression for the OCV of 

a hydrogen fueled SOFC can be derived as  

     
 

  
      

       
          

  

  
   

           
    

 

    
     

 

  

  
  

    

 
  (2.30) 

The open circuit voltage of a SCFC can then be found by comparing the OCV of 

the hydrogen fueled SOFC, Equation (2.22), against the OCV of an ACFC, Equation 

(2.30).  The open circuit voltage of any solid oxide cell is simply the difference in the 

electrochemical potentials of the oxygen ion at the anode and cathode, divided by a 

constant.  Because both the hydrogen fueled SOFC and the ACFC utilize identical 

cathode chemistry (air), both have the same oxygen ion electrochemical potential at the 

cathode surface,         .  Subtracting the OCV of the hydrogen SOFC from the ACFC 

will cancel out the          term in each OCV relation, leaving only an expression for the 

OCV of a cell utilizing hydrogen and steam on one surface and carbon at the other, a 

SCFC device.  If this term is positive, the carbon in the SCFC will hold the oxygen ion 

electrochemical potential lower than the hydrogen does at the other surface, resulting in a 

positive voltage for the SCFC and the spontaneous conversion of steam to hydrogen.  If 

the result is negative, the hydrogen will have a greater affinity for the oxygen, and carbon 

dioxide will be reduced to carbon monoxide. 

Equation (2.30) can be simplified by assuming ideal gas behaviors, by assuming 

that the device operates at standard pressure, by neglecting any differences in electron 

Fermi level, and by utilizing NIST-JANAF reference species, to produce a simplified 

form for the hydrogen fueled SOFC OCV:  

     
       

 

   
 

  

  
    

        
 

    
    (2.31) 
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The ratio of hydrogen to water in the SOFC anode chamber is not a constant and 

can vary as hydrogen fuel is consumed.  The OCV therefore changes for this cell as the 

hydrogen to water ratio in the anode chamber changes.  This is shown graphically in 

Figure 2-10, along with the OCV of an ACFC.  The result shows that the ACFC open 

circuit voltage is higher than the voltage of a hydrogen fueled SOFC for most steam to 

hydrogen ratios above 900 K.  The difference between these lines, shown as a vertical 

arrow in the figure, represents the open circuit voltage of a SCFC device.  The SCFC, 

therefore, is spontaneous for temperatures above 900 K, even when the cell has a high 

hydrogen concentration in its cathode of 50%.  This result fits well with the temperature 

range of interest for solid oxide based cells, making the SCFC a net positive voltage 

device for most modes of operation. 

This open circuit voltage value, shown graphically in Figure 2-10, can also be 

written directly by subtracting the relation for the hydrogen fueled SOFC OCV, Equation 

 

Figure 2-10: Open circuit voltage of an air-carbon fuel cell and a 

hydrogen fueled SOFC at various steam to hydrogen ratios.  The 

difference in these voltages, shown as a vertical arrow, represents the 

theoretical open circuit voltage of a steam-carbon fuel cell device. 
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(2.30), from for the ACFC OCV, Equation (2.22), to yield 

     
 

  
                   

       
  

  

  
   

                 

                

  
    

 
  (2.32) 

This relation could also be directly derived from thermodynamic first principals 

by considering a SCFC and performing the same analysis done in Section 2.2.2 on an 

ACFC.  Similar to the ACFC and hydrogen fueled SOFC cells, Equation (2.32) can be 

simplified by assuming ideal gas behaviors, that the device operates at standard pressure, 

by neglecting any differences in electron Fermi level, and by utilizing NIST-JANAF 

reference species, to produce the following expression: 

     
      

         
         

 

  
 

  

  
    

        

        

   (2.33) 

This expression, the Nernst Equation for the SCFC device, is only a function of 

system temperature and the cathode steam to hydrogen ratio.  Boudouard Equilibrium 

from Equation (2.6) is used to find the value of     
 as a function of T.  The result of this 

relation is plotted in Figure 2-11 for a variety of cathode steam to hydrogen ratios.  

Similar to the prediction for the ACFC in Figure 2-6, the results show that the open 

circuit voltage prediction has an elbow between 900 K and 1100 K, corresponding to the 

changeover point for the Boudouard reaction where CO formation becomes dominant 

over CO2 production. 

These results, which are simply the results in Figure 2-10 shown in a different 

manner, again demonstrate that a SCFC device is spontaneous at SOFC operating 

temperatures.  As electrons are drawn from the cell and the cell voltage lowered below 

OCV, electric power can be removed from the cell.  At the same time, the current itself is 

directly proportional to the amount of hydrogen produced by the relation   
  

     , 

where I is the total cell current and   
  

 is the total molar flow rate of hydrogen out of the 

cell.  The SCFC therefore can then be tuned to produce different amounts of hydrogen 
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and electric power concurrently, with the maximum power occurring with moderate 

hydrogen production, and with the maximum hydrogen production point occurring at 

short circuit conditions, when current is maximized and no electric power is produced.  It 

should be kept in mind, however, that the results shown in Figure 2-8 indicate that at all 

of these conditions, the SCFC is an endothermic device, and thermal energy must be 

continually added to the system in all scenarios to keep it at steady operation. 

2.3.3. Previous Work on SCFCs 

Hybrid technologies utilizing solid carbonaceous fuels in electrolysis cells, in 

which carbon-containing agents at the anode reduce anode oxygen activity and lower or 

eliminate the OCV needed to generate hydrogen, have recently gained attention.  Several 

studies have demonstrated the use of methane and carbon monoxide, gases that could be 

produced through solid fuel gasification, at the anode of a SOE to assist in decomposing 

water into hydrogen and oxygen [89,90,91]. A similar approach that employs high 

surface area carbon at the anode of a low temperature electrolysis cell has also been 

reported [92,93].  Although these devices are not SCFCs, they utilize the same 

 

Figure 2-11: Open circuit voltage of a steam-carbon fuel cell as a 

function of both temperature and cathode steam to hydrogen ratio. 
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thermodynamic principals to lower or reverse the voltage required to electrolyze water in 

an electrochemical cell. 

The first published proposal of a SCFC system came in a patent application by 

Gür and Duskin in 2006 [94], which was soon followed by an academic from Lee, 

Mitchell, and Gür in 2011 [95].  In this work, the authors proposed the basic architecture 

of an SCFC device, and performed proof of concept experiments to demonstrate its 

operation.  Current densities of approximately 10 mA/cm
2
 were achieved.  In addition, 

measurements of open circuit voltage as a function of temperature and steam to hydrogen 

ratio were measured, and results were slightly higher (absolute error was less than 0.1 V 

for all measurements) than what would be predicted with Equation (2.33), indicating a 

likely small-scale leak of oxygen into the test-stand cathode chamber.  As of this writing, 

this lab is the only lab who has published work in this space, and is likely the only lab 

working on SCFC designs and processes. 

2.4.  The Hybrid Steam-Carbon-Air Fuel Cell 

The hybrid steam-carbon-air fuel cell (SCAFC) is a new type of device proposed 

and developed below.  A combination of the ACFC described in Section 2.2 and the 

SCFC described in Section 2.3, the SCAFC utilizes the strengths of both cell designs in 

order to produce electrical power and hydrogen in combination without external work or 

heat inputs. 

2.4.1. Complementary Operation 

The chief drawback of the SCFC is that its operation requires an external heat 

input.  Further, because the cell operates at temperature above 900 K, the heat supplied to 

a SCFC must be of high quality, ruling out the use of waste heat sources from industrial 

processes.  As a result, SCFCs suffer from an operational dilemma: pulling more current 

from the cell will produce larger quantities of the desired hydrogen end-product, but will 
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require more input energy in the form of heat to keep the system at operating 

temperature.  This dilemma is compounded by the desire to fully oxidize the carbon in 

the bed, instead of letting some escape partially oxidized in the form of carbon monoxide.  

CO that leaves the cell represents underutilized fuel, and also represents a further heat 

requirement, as the reaction of carbon with oxygen ions to form CO is endothermic, 

while the full oxidation to CO2 is exothermic in nature.    

Air-carbon fuel cells also have a central operational trade-off.  Just as in the 

SCFC, it is desirable to convert the carbon in the bed fully to carbon dioxide, as any CO 

that leaves the cell is underutilized fuel, lowering the overall cell efficiency.  As less and 

less CO is allowed to escape the cell, however, the exothermicity of the overall carbon 

oxidation reaction produces more heat than is required by the endothermic Boudouard 

reaction.  As a result, cells with low CO escape rates must reject energy to the 

environment in the form of heat.  This rejected heat represents energy not captured within 

the cell itself, and therefore wasted. 

Fortunately, these operational issues for the SCFC and the ACFC are highly 

complementary.  The air-carbon fuel cell produces excess heat of high quality, and the 

steam-carbon cell requires heat of high quality to stay in operation.  A clear opportunity 

exists to utilize heat from ACFC devices in SCFC systems.  Further, results from Section 

2.3.1 indicate that the reversible condition for an SCFC system occurs when both heat 

and work are added to the system.  In addition to its heat, the ACFC can also provide 

SCFC systems with a source of electricity to overdrive the cells, resulting in a SCFC that 

is biased below its short circuit condition, producing more hydrogen per unit area than it 

could be able to do on its own.   

2.4.2. Thermally Integrated ACFC Overdriven SCFC 

To produce a device that combines the best elements of both the ACFC and 

SCFC, the two devices must be put into direct thermal communication.  Although there 
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are many possible strategies to accomplish this, including utilizing heat exchange of inlet 

and outlet gases from both devices, or direct contact between the devices, these designs 

all suffer from added complexity and costs, especially when the high operating 

temperatures of these devices, which rule out most standard heat exchange materials, is 

considered. 

An elegant solution to this integration problem exists, however, which can be 

found when it is recognized that both ACFC and SCFC devices have identical anode 

chemistry.  In both devices, solid carbon is placed in contact with the anode.  In both 

devices, carbon dioxide reacts with the carbon to produce CO.  In both devices, the CO 

reacts at the anode surface to form more CO2.  Taken together, this means that the ACFC 

and SCFC devices need not exist as separate cells, they can combined into a single 

hybridized cell that shares a common carbon bed.  This design, which represents a basic 

SCAFC, is shown schematically in Figure 2-12. 

The anode of the ACFC is attached to the cathode of the SCFC.  The anode of the 

SCFC is attached to the cathode of the ACFC.  In between these connections, external 

loads can be added to the system.  When loads are not used, the cells are directly coupled 

electrically; the cell voltage on one cell will be equal to the negative voltage of the other 

cell, and the total current through both cells will be identical.  In addition, the shared 

carbon bed will ensure that excess heat generated by the ACFC is readily transferred to 

the endothermic SCFC side of the device. 

When loads are used, however, the SCAFC device can be finely tuned through 

geometry and operation of the ACFC and SCFC halves to produce a device that is 

thermally matched, or produces a desired ratio of electricity and hydrogen at maximum 

possible efficiency.  The load in series with the devices can be used to operate the two 

cells at different voltage levels, and the load placed in parallel to the devices allows a 

mismatch in the total current between the two cells to be tolerated.  This means that a 

SCAFC has considerably more tuning parameters available to it in order to optimize 
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performance than either cell alone, including overall geometry, the ratio of SCFC to 

ACFC active area, and the amount of electric power taken from the system via external 

parasitic loads.  The optimal configuration and operation condition will be dependent on 

the needs and goals of the device owner and operator.  High efficiency, high hydrogen 

production rates, or a combination thereof will produce devices of various configurations, 

and a portion of this work will be spent exploring this operational space to provide 

SCAFC design guidance. 

2.4.3. SCAFC Proof-of-Concept 

In order to experimentally verify the successful operation of a SCAFC and study 

its performance, a planar ACFC and a planar SCFC were constructed, investigated, and 

electrically coupled.  The cells were constructed in a button cell geometry using an YSZ 

electrolyte ceramic disk (1 cm diameter and 0.1 mm thick, MarkeTech International).  A 

 

Figure 2-12: Diagram of a steam-carbon-air fuel cell device. 
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nickel cermet electrode was screen-printed onto the anode surface of each cell as well as 

the cathode surface of the steam-carbon cell using a nickel oxide-YSZ powder (NexTech 

Materials).  A powder of LSM-YSZ composite (NexTech Materials) was used to form the 

cathode electrode on the air-carbon cell.  The cells were each affixed to the end of 

separate YSZ tubes using an albite glass seal. The active area of the electrodes after this 

process was approximately 0.18 cm
2
 for each cell.  Platinum mesh current collectors were 

placed in contact with each electrode, and a thermocouple was affixed 1 cm from the 

anode surface of each cell to monitor overall temperature.  A thorough discussion of the 

process steps followed to construct these test cells is including in Appendix B.   

Approximately one gram of pulverized activated carbon (Fisher Scientific) char 

was fed into the anode chamber of each fuel cell to a depth of 1 cm, and a small helium 

purge flow was introduced to the top of each chamber to reduce oxygen infusion from the 

environment.  Each cell was placed into a quartz reactor vessel and lowered into a 

cylindrical heater.  Dried air was fed into the cathode chamber of the ACFC, and a 

steady, metered flow of steam was produced using an HPLC pump (Eldex) and 

boiler/superheater section of the quartz housing and introduced to the cathode chamber of 

the SCFC via a helium carrier gas.  A simplified schematic of the fuel cell test setup is 

shown in Figure 2-13, and a more complete discussion of the test stand is included in 

Appendix B.  In all experiments, the cells were heated to an operating temperature 

between 700 and 1000° C at a rate no greater than 1°C per minute, and then the ACFC 

was held at 0.75 V and the SCFC was held at open circuit voltage (OCV) for four hours 

to ensure steady state operation and behavior. 

To demonstrate the SCAFC system, the electrical leads of the ACFC and SCFC 

were connected together in two separate test configurations in order to interrogate the 

coupled cell setup.  These configurations are shown schematically in Figure 2-14 and 

Figure 2-15.  In the first, a potentiostat/galvanostat was connected between the ACFC 

and SCFC in a series fashion.  In the second configuration, a potentiostat/galvanostat was 
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connected around the joined cells in a parallel fashion. By varying the voltage and 

measuring the current response, the coupled cell was interrogated with the 

potentiostat/galvanostat and the resultant current-voltage behavior of the combined cells 

was measured.  The results of these measurements are shown in Figure 2-16 and Figure 

2-17 for a cell temperature of 900° C.  Positive voltage is measured according to the 

SCFC, and therefore negative voltages correspond to an overdriven steam-carbon cell. 

The results indicate that the coupled cell is capable of spontaneously generating 

both hydrogen and electricity.  When the cells are connected directly together and no 

power is removed via a series or parallel load, the air-carbon half of the cell is capable of 

holding the steam-carbon half of the cell at -0.2 V, producing an overall current density 

of 330 mA/cm
2
 in both cells.  This current density is equivalent to the short circuit 

current density of the steam-carbon cell at 1000° C, and is nearly twice the short circuit 

current density for the steam-carbon cell at the operating condition of 900° C. 

 

Figure 2-13: Schematic of the fuel cell experimental setup.  A button cell 

is affixed to the end of a YSZ tube and suspended within a quartz reactor 

chamber. 
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Figure 2-14: Series configuration.  The 

load used is a potentiostat/galvanostat. 

 

Figure 2-15: Parallel configuration.  The 

load used is a potentiostat/galvanostat. 

 

Figure 2-16: The DC current-voltage 

response of the coupled test cell at 

900° C with the galvanostat connected 

in series.  Positive voltage is according 

to the SCFC. 

 

Figure 2-17: The DC current-voltage 

response of the coupled test cell at 900° 

C with the potentiostat connected in 

parallel.  Positive voltage is according to 

the SCFC. 

Further, the measured response corresponds with the results that would be 

expected from considering each cell independently.  Figure 2-18 shows the independently 

measured current/voltage (I-V) curves for both the ACFC and SCFC at 900° C.  Because 

the voltage corresponds to the SCFC, the ACFC I-V curve has been flipped about the x-

axis in order to draw the plot on the same scale.  The intersection between these two lines 

is the expected operation point for the coupled cell, absent of any external work 

interactions with the system.  This point matches the measured point of -0.2 V at 
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330 mA/cm
2
 well.  In addition, as the potentiostat/galvanostat is used to draw power from 

or supply power to the coupled setup, the measured values again match well with the 

expected response.   

When the potentiostat/galvanostat is connected in series with the cells, emulating 

the role of an external load as in Figure 2-14, the voltage reading that is expected on the 

potentiostat /galvanostat can be predicted by finding the vertical difference between the I-

V curves at the current density of choice, which represents the expected difference in 

voltage between the ACFC and SCFC cells.  In Figure 2-18, an example line, labeled 

‘series reading’, is shown at a current density setting of 120 mA/cm
2
.  The expected 

readout is the vertical difference at this point, or roughly 0.4 V.  A similar prediction for a 

current density of 400 mA/cm
2
 places the expected reading at -0.4 V, which matches well 

with the measured result in Figure 2-16. 

 

Figure 2-18: Independent I-V response of the ACFC (squares) and SCFC 

(x).  The intersection is the expected operation point of a coupled cell 

with no external power outputs or inputs.  The ‘parallel reading’ line 

length indicates the current density that is expected to be measured by a 

potentiostat attached in parallel at a voltage of 0.1 V, and the ‘series 

reading’ line length indicates the expected voltage reading on a 

galvanostat connected in series and held at 120 mA/cm
2
. 
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Similarly, when the potentiostat/galvanostat is connected in parallel with the 

coupled cells, as in Figure 2-15, the expected current reading through the 

potentiostat/galvanostat at any chosen voltage is the horizontal difference between the 

two cell I-V curves, which represents the expected difference in total current between the 

ACFC and SCFC device.  This prediction is shown in Figure 2-18 as a horizontal line 

labeled ‘parallel reading’.  For a potentiostat/galvanostat setting of -0.1 V, the expected 

output based on this horizontal difference is approximately -160 mA/cm
2
, which matches 

well with the actual measured value in Figure 2-17 of -172 mA/cm
2
.  

Taken together, these proof of concept experiments indicate that the ACFC device 

is capable of overdriving the SCFC to produce more hydrogen than would be possible if 

the SCFC was operated independently, and furthermore higher hydrogen fluxes can be 

realized while the system produces electrical power as well.  In these operating 

conditions, energy balances show that the ACFC device is capable of providing the 

necessary heat input to the SCFC device as well.   

Although this experiment utilized independent ACFC and SCFC that were 

electrically coupled, but not physically coupled through a shared anode carbon bed, the 

results from the study are still a valid demonstration of the SCAFC design.  The system 

tested is equivalent to an SCAFC device with a large carbon bed, such that the distance 

between the ACFC and SCFC anodes in the shared carbon bed of a SCAFC is larger than 

the characteristic length of interaction into the carbon bed for each device.  In this 

configuration, the two anode surfaces are far enough apart that the physics at one anode 

and the accompanying effect on the carbon bed gas concentrations near the surface are 

separated and unaffected by the similar processes at the other anode, and therefore a 

divider could be placed in the bed between the two surfaces and the SCAFC separated 

into two independent devices without changing the overall behavior.  It is only when the 

surfaces approach each other, and when the interaction on one anode begin to have an 

effect on the interactions at the other, that the resultant behavior would be expected to 
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deviate from the results presented above.  In a functioning commercial or industrial 

system, however, this interaction between the surfaces is likely desired, as thermal 

integration between the surfaces will require close proximity.   

As discussed previously, the exact spacing that produces adequate thermal 

integration without starving the system of required fuel is dependent on the overall 

objective of the device operator.  Maximizing efficiency, maximizing hydrogen 

production, and designing a system that offers good performance over a range of 

electrical power and hydrogen production rates will result in different optimal device 

configurations and geometries.  The model developed in this study will be exercised to 

explore this design space in order to produce a set of conclusions useful in the design of 

SCAFC systems.   
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3. CFC Model Modules 

Despite their enormous potential to produce clean, efficient electricity and 

hydrogen from abundant and renewable solid fuel sources, carbon fuel cells are still a 

new and relatively untested technology.  Although based on solid-oxide fuel cell 

technology, which has been extensively studied and even adopted in commercial products 

by companies such as Bloom Energy, the addition of solid fuels to the SOFC system 

changes the underlying physics, balance of system components, and operational 

procedures enough to add considerable risk to the successful construction and 

demonstration of pilot-scale CFC systems.   

Modeling can be an important component in overcoming these risks and 

answering many of the difficult design questions regarding CFC devices before any 

materials are purchased or components ordered.  A successful model can describe the 

expected device operation in a variety of operating conditions and system geometries, 

allowing parametric studies of device architectures to be conducted quickly and for 

virtually no cost on a computer, instead of laboriously and expensively on real 

equipment.   Although models are inherently flawed by their very definition, their results 

can be used to shape design decisions for real systems, allowing for faster, cheaper, and 

less risky technology development. 

This section of this dissertation aims to develop from basic principals a set of 

building blocks, heretofore referred to as modules, which can be combined and arranged 

into a set of coupled models that can be used to describe the behavior of carbon fuel cell 

devices.  These modules are each models in their own right of individual physical 

phenomena occurring in the cell, including gaseous flow, chemical kinetics of reactions, 

and heat conduction. By tying these various modules together through boundary 

conditions and source terms (collectively referred to in this work as the coupling 
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parameters), full models of ACFCs, SCFCs, and SCAFCs can be developed and 

exercised.   

Each module developed is described separately and in detail within its own 

section within this chapter.  Assumptions are listed, relevant prior art is cited and built on, 

and experimental studies to derive any required module parameters are explained these 

sections.  The full details of the code required to implement these modules within the 

COMSOL finite element software package is included in Appendix D.  Unless otherwise 

stated, the modules are all solved with finite element methods, implemented in COMSOL 

and MATLAB, over a 2-dimensional axisymmetric domain.  The algorithms used to 

solve these finite element problems are listed where appropriate.  Since these algorithms, 

however, are well-established solution methods explained in detail in a number of 

publications and numerical method texts, their detailed workings are not described in 

detail in this dissertation. 

3.1. Highlights from Previous Work on SOFC Models 

There is a vast scholarly base in fuel cell modeling that goes back many decades 

and spans the gamut of fuel cell architectures, fuels, and device configurations.  From 

simple thermodynamic models of complete fuel cell systems to detailed mechanistic 

studies of electrode electrochemical processes, many hundreds, if not thousands, of 

articles have been published in this space.  Similarly, an impressive array of work has 

been published on various models to describe SOFC behaviors.  A number of these works 

are cataloged here to provide a foundation for the modeling work presented in this 

dissertation.  Many more works can be found in a series of review articles written on the 

subject [96,97,98]. 

A number of studies have focused specifically on the interactions at the electrodes 

of SOFC devices. For example, in 1998, Costamagna et al. [99] produced a model of 
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SOFC electrodes that showed the important effects of morphology on the electrode 

resistance.  A similar report by Chan and Xia found a relation for the optimal anode 

thickness as a function of particle size in the electrode, and verified their results with 

experimental data [100,101]. 

More relevant to this work, however, are macroscale models that attempt to 

describe the behavior of the entire cell or cell components.  An early attempt at a 

mathematical model dates from 1980, when Vayenas and Debendedetti modeled a 

steady-state SOFC device fueled by CO and H2 as a solid-state electrocatalytic reactor, 

assuming uniform mixing in both the anode and cathode chambers.  Their results showed 

that a SOFC could be operated in temperature regimes where virtually all the input fuel 

was utilized and high power densities were achieved [102]. 

In 1994 Karoliussen and Nisancioglu published a model of a planar SOFC device 

with internal reforming fueled by methane [103].  Considering convective heat and mass 

transfer in the gaseous phase and conduction in the electrolyte itself, the authors reported 

that anode gas recycling was a requirement to maintain consistent temperatures in 

internally reformed devices.  Achenbach published a similar model the same year that 

focused on the time-dependency of the reforming reactions [104].  He concluded that 

more accurate information of overpotentials was necessary to produce useful model 

results. 

Melhus and Ratkje attempted to construct a numerical cell model by building on 

work from others modeling combustion systems [105].  They developed a custom code 

named KAMELEON SOFCSIM for two- dimensional SOFC devices by combining an 

established computer program used to study combustion processes, KAMELEON II 

[106], with a finite volume method and governing equations for SOFC physics [107].  

Through simulation they were able to report results for velocity field, composition, 

temperature field, and current density in a SOFC device. 
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In 1996, Ferguson et al. considered a three-dimensional numerical simulation for 

various SOFC geometries [108].  By solving for the pressure drops of the anode and 

cathode gases through device manifolds, the authors were able to produce experimentally 

validated predictions of hydraulic resistance losses in SOFC stacks using series and 

parallel manifolding schemes [109].  

In 2000, Virkar et al. examined activation and concentration polarization effects 

in the anode of an anode-supported SOFC [110].  They developed a term to describe the 

effective electrode resistance, and found that it depended on the electrode thickness and 

could be optimized through careful control of the electrode microstructure.  They 

concluded that optimization of electrode microstructure can minimize the polarization 

effects.  The same year, Iwata et al. reported results from a study on an internally 

reformed SOFC [111].  Their results indicated that the concentration polarization 

increased markedly along the flow path and that the shift reaction reduced this 

polarization.  

The following year, 2001, Yakabe et al. presented a three-dimensional finite 

element simulation that utilized the commercial codes STAR-CD and ABAQUS to solve 

for the fluid flow and temperature field in a SOFC device [112].  The authors used the 

results to analyze the principal stresses in the solid electrolyte, and unlike previous 

studies, attempted to generalize their model through the use of the Butler–Volmer 

relation instead of the Tafel simplification in their SOFC model.  Further work on finite 

element and finite volume models using commercial codes, including FLUENT and 

MATLAB, have also been reported by a number of groups 

[113,114,115,116,117,118,119]. 

Li et al. built on these works by producing a numerical model that directly 

coupled multiple physics in the device together by computing both the heat and mass 

transport processes in the SOFC simultaneously [120].  They found that heating and 

cooling effects from the airflow can affect the formation of hot spots in tubular 
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geometries, and that the weak diffusion of oxygen in air may be a major cause of 

convection polarization.  A similar two-dimensional model by Stiller et al. found that 

planar and tubular SOFC systems could achieve above 65% electric efficiency [121]. 

An innovative model by Hwang et al. studied a special SOFC architecture known 

as the monoblock-layer built (MOLB) [122,123].  The model implemented a custom 

algorithm that computed the potential field based on the species concentration field.  

They found that the MOLB-type SOFC had a higher fuel utilization than the planar 

SOFC due to its longer active surface.  

Recent modeling work has demonstrated the viability of solid oxide fuel cells 

utilizing solid carbon or carbon-derived syngas as a primary fuel source.  Liu et al 

devised a simplified model of a direct carbon fuel cell utilizing a molten salt in the anode 

chamber loaded with spherical carbon fuel.  By extrapolating on experimentally derived 

kinetic parameters, the authors verified that smaller fuel particles allowed for increased 

cell performance, due to an increase in active surface area per unit mass fuel [124].  

Another study by Shi, Li and Cai examined a one-dimensional solid oxide fuel cell model 

with a proposed 10-step reaction mechanism for CO oxidation on nickel.  The 

simulations matched well with experimentally derived data [125].  Colpan et al. 

developed a thermodynamic model of an internal reforming SOFC fueled by bio-syngas 

and explored the impacts of fuel utilization and exhaust recirculation on overall 

performance [126].  

The modules presented in this chapter borrow from and build on these previous 

works, but are also adapted for the carbon fuel cell application.  Despite the massive 

amount of research into SOFC devices, the models presented in this work, built on the 

modules described in this chapter, are the first to couple the electrochemical interactions 

of a SOFC cell with the Boudouard gasification kinetics of the solid carbon fuel bed.  As 

such, the CFC models developed in this work represent an entirely new type of fuel cell 

model.  Selected results from these models and their development have been published 
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during the preparation of this dissertation and can be found in the literature 

[127,128,129].   

3.2. The Boudouard Gasification Module 

The Boudouard gasification process, which occurs in the anode chamber of CFC 

devices, is a central and critical component of carbon fuel cell systems.  To understand 

the chemical reactions occurring in the bed itself, a module model of the Boudouard 

reaction kinetics has been developed to predict reaction rates throughout the bed based on 

experimentally derived kinetic parameters.  This module is based on a model proposed 

and validated by A. C. Lee in his doctoral dissertation [130], as well as the Boudouard 

gasification mechanism proposed and validated by L. Ma in his doctoral dissertation 

[131].  It utilizes a finite element technique, implemented in the commercial software 

COMSOL and MATLAB, to solve the module equations as a function of radius and 

height in a 2 dimensional axisymmetric domain, resulting in an output field that has 

localized solution values for all points within the modeled domain. 

3.2.1. The Boudouard Reaction Mechanism 

The kinetics of the Boudouard reaction can be described by a 5-step reaction 

mechanism that includes seven possible bed reactions.  This mechanism, listed in Table 

3-1 and developed by Ma [131], is useful for its validity over a wide range of system 

temperatures, pressures, and CO concentrations.  In the table, species in parenthesis 

following a C indicate an adsorbed species on the carbon surface, Cf represents a free 

Table 3-1: The Boudouard reaction mechanism [131]. 

Reaction 

1: Cf + CO2   C(O) + CO 

2:  Cb + C(O) → CO + Cf 

3:  Cb + C(O) + CO2 → 2 CO + C(O) 

4: Cf + CO   C(CO) 

5:  CO + C(CO) → CO2 + 2 Cf 
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surface carbon site, and Cb represents a carbon atom in the bulk material below the 

surface.  The reaction numbering scheme adopted in Table 3-1 is used throughout this 

work, with the forward reactions for Reactions 1 and 4 referred to as Reaction 1f and 4f, 

and the reverse directions referred to as Reactions 1r and 4r.  Reaction 1f, which governs 

the adsorption of oxygen onto the surface of the carbon, and reaction 2, which describes 

the reaction of adsorbed oxygen with the carbon surface to form CO gas, are the 

dominating and rate limiting reactions in the mechanism.  Reactions 3 and 5 represent 

pathways resulting from the reaction of surface complexes with the gas phase, while 

Reaction 4 accounts for the physisorption of CO onto the carbon surface.  

The individual reactions rates in moles/m
2
s for each reaction in the mechanism, 

RRk, can be found directly from Table 3-1 as 

                   (3.1) 

                  (3.2) 

            (3.3) 

                 (3.4) 

                  (3.5) 

               (3.6) 

                 (3.7) 

where k is the reaction kinetic parameter, [i] is the gas phase molar concentration of 

species i,    is the surface fraction of adsorbed species i (or f for a free site), and Sn is the 

molar site density for the fuel, which is assumed to be the same as that of graphite:  

6.31 x 10
-5

 moles sites/m
2
 [130].  Since the    terms represent site fractions, and since no 

other adsorbed species are assumed present in the system, the fraction of open sites that 
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are free can be found through the difference of all other site fractions as         

   , reducing the number of parameters in Equations (3.1)-(3.7) by one.  

Equations (3.1)-(3.7) can be used to construct relations for the reaction rates of 

the tracked gas phase and surface species.  For example, reactions 1r and 5 produce one 

mole of CO2, while reactions 1f and 3 consume one mole of CO2.  The rate of production 

of CO2 in the units of moles produced per unit area of char surface per unit time 

(moles/m
2
s) can therefore be found by summing Equations (3.2) and (3.7) and then 

subtracting Equations (3.1) and (3.4) to produce:  

     
                                                   (3.8) 

An equation for the rate of CO production, as well as the rate of carbon depletion, can 

similarly be found as: 

                                               

                                     
(3.9) 

                                    (3.10) 

Because the module is concerned with calculating the reaction rates of the various 

species in the volumetric space of the anode chamber, a conversion of the surface-based 

molar reaction parameters, RRi, to volumetric parameters is needed.  To accomplish this 

task, a conversion factor that accounts for the total char surface area per unit is used:  

   

  
                   (3.11) 

where dni/dt is the molar change of species i per unit time per unit volume (moles/m
3
s), 

Sg,C is the specific surface area of the carbon char (m
2
/kg) and         is the bulk density 

of the carbon char in the bed (kg/m
3
).  The bulk density accounts for the void fraction in 

the bed itself, and is defined as                     where    is the density of the 
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solid carbon char and       is the void fraction, or porosity, of the bed.  To find the mass 

change per unit time and volume, Equation (3.11) can be multiplied by the molecular 

weight of species i,    .   

The active surface area of a porous particle changes as the particle reacts and new 

pores are exposed to the reactive atmosphere.  As a result, the specific surface area 

parameter Sg,C is time-dependent and non-constant.  In order to calculate this parameter at 

any point in the reaction process, a random pore model developed by Bhatia and 

Perlmutter, which accounts for the changing size of pore areas and the possibility of 

overlapping pores, is utilized [132].  This model accounts for changes in the specific 

surface area by correcting the initial specific surface area, Sg,C,0, through the relation 

                          (3.12) 

where ψ is the char structural parameter, a physical property of the char itself, and xc is 

the char extent of conversion, defined as 

     
     

    
  (3.13) 

where mC,o is the initial mass of carbon char in the system, and mC(t) is the mass of 

carbon at time t.  The process of experimentally determining the values of        and ψ is 

described in Section 3.2.4.1. 

To determine the changes in the adsorbed species surface fractions as a function 

of time, d  /dt, the adsorption, desorption, and reaction at the surface sites must be taken 

into account, along with the changing active surface area as the particle reacts.  This can 

be accomplished by finding the molar rate of change of an adsorbed species per unit 

volume:                                     .  An expansion of the derivative and 

subsequent rearrangement yields the desired relation:  
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  (3.14) 

 Taken together, Equations (3.8) through (3.14) result in a set of differential 

equations that can be solved based on a set of constraints or initial conditions.   

3.2.2. Governing Equations and Coupling Parameters 

The Boudouard gasification module utilizes the equations described in Section 

3.2.1 to solve for the volumetric molar rate of production of CO in the bed at any given 

geometric location, the volumetric molar rate of consumption of CO2 at any geometric 

location, as well as the heat required by the bed per unit volume at any geometric 

location.  To achieve this, the module requires as coupled inputs the gas phase 

concentration fields of CO and CO2 in the bed ([CO] and [CO2]) as well as the 

temperature field throughout the bed (T).  In addition, various constant parameters used 

by the module must be defined for the fuel char modeled by the module equations.  The 

full list of input and output coupling parameters and required module parameters is 

provided in Table 3-2 and Table 3-3 and shown graphically in Figure 3-1 at the end of 

this section. 

To determine the kinetic parameters k for the seven reactions in the Boudouard 

mechanism, relations for k as a function of the local system temperature are used.  For 

reactions 1f, 1r, 3, 4f, and 5, and Arrhenius form is used to predict k: 

      
 

  
    (3.15) 

where Ai is the experimentally measured pre-exponential for reaction i and Ei is the 

measured activation energy for reaction i.  Ai and Ei are module inputs and are found 

through an experimental fitting procedure detailed in Section 3.2.4.  For reactions 2 and 

4r, the kinetic parameters k2 and k4r can be determined directly through temperature 

programmed desorption (TPD) experiments, a process described in greater detail in 
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Section 3.2.4.3.  The result of the TPD process, printed here for completeness, is an 

expression for k written as: 

       
 

  
 

     
 

 
 

 
 
        

  
 
 

  
 

 
  (3.16) 

where the pre-exponential A is determined through molecular collision theory as 

1.0 x 10
13

 s
-1

 and Eavg,i and σi are the experimentally measured mean activation energy 

and standard deviation for reactions 2 and 4r. 

 To solve for the reaction rates within the carbon bed in a CFC device, an 

assumption is made that the device operates in a quasi-steady fashion, since the time 

scale for the gases in the bed to equilibrate into a steady condition is short compared to 

the time scale for char burnout.  As a result, the dependence of the char bed physical 

parameters as a function of char conversion and therefore time, which directly impact the 

rate of char conversion in the bed, is not solved for by the model, but is instead fed into 

the model as an input by setting the char conversion parameter xc. The conversion 

parameter is then used to directly calculate the bed physical parameters at any point in 

time through Equations (3.12) and (3.13).   

Another consequence of the quasi-steady assumption is that the surface fractions 

of the adsorbed species are constant in time; in other words, Equation (3.14) equals zero 

in this assumption, and the second term on the right hand side disappears, resulting in 

                .  This results in a set of three expressions based on Equation 

(3.14): 

  
   

  
                              (3.17) 

  
    

  
                                (3.18) 



 

  

Chapter 3.2 – page 78 

             (3.19) 

Equations (3.17) to (3.19) can be rearranged to find algebraic relations for the 

three surface fractions (  ,    , and   ) that is dependent solely on the gas phase 

concentrations of CO and CO2 along with the kinetic parameters for each reaction in the 

overall mechanism:  

   

 
        

                   
   

               

                                          
 

   
               

                                          
 

 (3.20) 

    

 
       

                   
   

               

                                          
 

   
               

                                          
 

 (3.21) 

   

 
 
 

 
   

               

                                          

  
               

                                           
 
 

 
 

 

 
 
 

 
         

                   
 

       

                   

  
               

                                           
 
 

 
 

 

(3.22) 

Because the surface fractions are constants in the quasi-steady assumption, it is 

clear that the reaction rates of both CO and CO2 are directly related by the overall 

Boudouard stoichiometry as                 
   .  Using this relation with 

Equations (3.9) and (3.11), the volumetric molar and mass productions rates of CO and 

CO2 at any point in the model domain can be calculated from the local temperature and 

gas concentrations as:  

    

  
                                               

 4        1         4         5         
(3.23) 
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 4        1         4         5         
(3.24) 

    

  
     

    

  
  (3.25) 

     

  
      

     

  
  (3.26) 

The thermal power per unit volume can be directly calculated from the molar 

fluxes in Equations (3.23) and (3.24) using the heat of reaction for the Boudouard 

reaction,            , as: 

                      
     

  
  (3.27) 

where            is the thermal energy released per second per unit volume.  Because 

            is a function of the local temperature, it is calculated directly from the input 

temperature field from NIST-JANAF data as: 

                   
         

       
   (3.28) 

where      
  is the molar enthalpy of formation for species i at the local temperature, 

which can be found directly in the NIST-JANAF tables. 

3.2.3. Module Parameter Summary 

Together, these equations, inputs, outputs, and constant parameters fully define 

the Boudouard gasification module.  The constant parameter inputs, excluding common 

parameters such as the universal gas constant, are enumerated in Table 3-2, while the 

coupled input and outputs are listed in Table 3-3.  Figure 3-1 shows the gasification 

module with the coupled parameters shown visually as input arrows or output arrows 

from the module block.    
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Table 3-2: Constant input parameters of the Boudouard gasification 

module. 

Symbol Description Units 

Ai Arrhenius pre-exponential for reactions 1f, 1r, 

3, 4f, and 5 (fuel dependent) 

 

Ei Activation energy for reactions 1f, 1r, 3, 4f, and 

5 (fuel dependent) 

J/mol 

Eavg,i  Mean activation energy for reactions 2 and 4r 

(fuel dependent) 

J/mol 

σi Activation energy standard deviation for 

reactions 2 and 4r (fuel dependent) 

J/mol 

Sg,C,o Initial char specific surface area (fuel 

dependent) 

m
2
/kg 

ψ Fuel char structural parameter (fuel dependent)  

xc Extent of char conversion (0-1)  

        Bulk density of char (fuel and bed packing 

dependent) 

kg/m
3
 

Sn Active site density on graphite (6.31 x 10
-5

) moles sites/m
2
 

Table 3-3: Coupled parameters of the Boudouard gasification module. 

Input Description Units 

[CO] Molar concentration field of CO moles/m
3
 

[CO2] Molar concentration field of CO2 moles/m
3
 

T Temperature field K 

Output Description Units 

dnCO/dt Molar rate of CO production per unit volume moles/m
3
s 

dnCO2/dt Molar rate of CO2 production per unit volume moles/m
3
s 

           Rate of thermal energy generation per unit 

volume 

W/m
3
 

 
Figure 3-1: Flowchart diagram of Boudouard gasification module 

showing the coupled inputs and outputs. 
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3.2.4. Experimental Derivation of Kinetic Parameters 

In order to determine the various fuel dependent parameters required by the 

Boudouard gasification module, a set of experiments were conducted on various fuels 

using a thermogravimetric analyzer (TGA).  The TGA facility used for these experiments 

was a Cahn model 151 pressurizable TGA system, capable of reaching and holding 

temperatures up to 1373 K and pressures up to 100 atm.   

The TGA is used to measure the mass of a sample over time in a predefined 

reaction environment.  It consists of a quartz sample pan suspended from a Ni-chrome 

wire connected to a microbalance.  The sample pan itself is enclosed in a quartz reaction 

chamber housed within a pressurized heating chamber.  For each experiment, the TGA is 

programmed through a method file that defines the reactor temperature and gas flow rates 

as a function of time.  As the method file is processed, the mass of the sample in the 

system is measured every five seconds, along with the system pressure, temperature, gas 

flow rates, and exhaust gas concentrations of CO, CO2, and O2.  Generally, experiments 

are designed to measure mass changes of a sample in a kinetically limited isothermal 

state.  A more detailed description of the TGA facility, including the control and data 

acquisition (implemented in Labview software) system, is provided in previous works 

[131,133].   

To extract the required kinetic parameters for the Boudouard reaction, the TGA 

was used to perform a series of experiments, described in detail in the following sub-

sections.  Because these parameters are fuel dependent, these experiments were repeated 

for multiple fuel chars in order to produce a library of parameters for multiple fuel types. 

3.2.4.1. Char Sample Preparation and Particle Sizing 

Before TGA tests could be run, the various fuels were pyrolized and turned into a 

carbon-rich fuel char.  This process, which removed the fuel volatiles and tars through a 

rapid heating process in the absence of oxygen, was performed in a manner to simulate 
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the likely devolatilization and charring process a fuel would undergo during injection into 

a working fuel cell device.   

The first step in the preparation process is to produce a finely sized pulverized 

fuel from the source material.  To accomplish this, the fuel material was placed into a 

cleaned grinder (a coffee grinder was used for these experiments) and pulverized.  The 

pulverized material was then sifted through a series of sieves placed on top of a 

mechanical vibration table in order to separate the pulverized material into a series of 

particle size ranges.  When possible, the pulverized material was sifted further using a 

wet-sieve method, where water is added to the pulverized fuel in the sieve in order to 

help wash away smaller particles.  Generally, pulverized particles in the 75 to 106 μm 

size range were used for the experiments.   

To verify the particle sizes and find the overall size distribution, a Coulter 

multisizer was employed. The multisizer measured the ionic conductivity of an 

electrolyte (20% glycerol in balance H2O, 1% NaCl wt/vol) that contains the particles of 

interest.  The two multisizer electrodes are separated from each other by a physical 

barrier, in which an orifice opening of known size (280 μm) has been cut.  Electrolyte 

solution is drawn through the orifice, and as particles pass through, the ionic conductivity 

of the electrolyte in the opening changes.  This variation is directly related to the length 

scale of the particle cross-section in the orifice, and as tens of thousands of particles pass 

through the orifice over the experimental run, a size distribution for the studied particles 

is generated.  The size distribution extracted from the multisizer is then corroborated 

using scanning electron microscopy (SEM) imaging. 

After sizing, the raw fuel particles were placed into a hopper chamber affixed 

with a closed valve atop a quartz reactor vessel with a frit.  This entire vessel, shown in 

Figure 3-2, was sealed from the atmosphere.  The quartz reaction chamber was then 

inserted into a cylindrical furnace so that the frit was placed at the center of the heater, 

and the hopper and chamber were flushed with an inert gas (Argon) to remove oxygen 
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and other reactive species from the pyrolysis 

chamber.  After the flushing process, a small 

purge flow of the inert gas was maintained in 

order to prevent any oxygen infusion into the 

system.  The quartz chamber was then heated 

by the cylindrical heater until the temperature 

at the frit reached 1473 K, at which point the 

valve between the chamber and the hopper 

was opened, allowing the raw fuel material to 

fall into the quartz chamber via gravity and 

down to the frit.  This process resulted in the 

heating of the fuel material from near room 

temperature to 1473 K in a few seconds, 

rapidly devolatilizing the material and 

resulting in a char being produced, which was 

collected on the quartz frit.  The volatiles, 

including tars, were removed via an outlet 

stream by the inert purge gas and discarded.  After cooling, the char was then passed 

through the Coulter multisizer to measure the char particle size distribution. 

3.2.4.2. Specific Surface Area Determination 

To find the specific surface area of a fuel char, Sg,C, as well as the char structural 

parameter, ψ, the full exposed surface area of the char, including the interior surfaces of 

the porous structure, must be found for multiple extents of char conversion, xc. This area 

is estimated using the theoretical development of Brunauer, Emmett and Teller (BET) 

[134].  The BET theory, which has been extensively studied in the literature and whose 

derivation is not included here for brevity, applies Langmuir adsorption theory to 

multiple layers of adsorbing species from the gas phase onto an active surface.  Although 

 

Figure 3-2: Schematic of pyrolysis 

chamber used to produce fuel chars. 
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this theory was developed through an exploration of the kinetics of adsorption processes, 

its structure can also be derived from statistical thermodynamics of a solid surface under 

a specific set of conditions [135].  This resulting formulation, called the BET equation, 

relates the volume of adsorbed gas on a solid surface to the partial pressure and saturation 

pressure of an adsorbing gas by 

 

           
  

 

   
 

   

   

 

  
  (3.29) 

where v represents the volume of adsorbed gas on the surface, vm, represents the volume 

of adsorbed gas in the first layer, p is the partial pressure of the adsorbate gas in the 

system, ps is the saturation pressure of the adsorbing gas, and c is the so-called BET 

constant.  The constant c, although not utilized for the surface area calculation, can be 

related to physical properties through the relation                   where E1 is 

the heat of adsorption for the first layer, and EL is the heat of adsorption for all other 

layers, which is equal to the heat of liquefaction.  This constant represents the affinity of 

the solid surface to the adsorbate gas, with higher values indicating a higher affinity.  The 

adsorbate partial pressure, p, is usually a known parameter chosen or directly measured 

during an experiment.  The saturation pressure of the adsorbing gas at the system 

temperature, ps, is also a known quantity and can be found in literature at the system 

temperature, T.   

The parameter vm is the important variable from Equation (3.29).  Assuming ideal 

gas behavior, it can be directly used to calculate the specific surface area by 

     
     

    
  (3.30) 

where N is Avogadro’s number, s is the adsorption cross section of the adsorbate gas 

(0.222 nm
2
 for CO2 [136]), and ma is the mass of the adsorbent. 
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The value of vm, and therefore the value of Sg,C, is determined through a BET 

analysis in the TGA facility.  Carbon dioxide was utilizied as the adsorbing gas in 

experiments reported in this dissertation, as the active surface area of carbon in a CO2 

environment is sought, and the use of CO2 allows for BET measurements in the available 

TGA system.  A known mass of char is placed in the TGA sample pan and sealed in the 

TGA reaction chamber.  The chamber is pressurized to 10 atm, and then various partial 

pressures of CO2 (N2 balance) are introduced to the TGA chamber at 298 K.  Each CO2 

partial pressure is established in the TGA and held constant while the weight change of 

the sample is monitored.  After the weight reaches a steady state, the weight is recorded 

and the CO2 partial pressure is changed.  The system is then again monitored until the 

weight reaches a new constant value.  This process is repeated until the steady-state 

weight at a number of CO2 partial pressures has been measured.  After subtracting out 

background effects like buoyancy and drag that impact the TGA reading, the data is 

normalized so that the weight readings correspond to the mass of adsorbed CO2 on the 

solid surface.  An example BET trace after this process is show in Figure 3-3.  Finally, 

the readings are transformed into a trace of the parameter v from Equation (3.29), which 

measures the volume of CO2 adsorbed on the surface, by assuming an ideal gas and 

 

Figure 3-3: Example BET measurement output.  This measurement was 

taken for corn stover char at 0% conversion.  The blue line shows the 

measured output, while the red line shows the output when corrected for 

background effects, such as buoyancy and drag. 
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multiplying the weight data by         
 .  The result is a value of v for each tested 

partial pressure of CO2, p.  At the experimental condition of 298 K, the saturation 

pressure of CO2 is also known and is 6.401 MPa [137]. 

The measured dataset can then be plotted in order to find values for the two 

unknowns in Equation (3.29), vm and c.  In order to collapse the measurements onto a 

straight line to which a linear fit can be applied, the data is plotted with an x-axis of p/ps 

and a y-axis of                , as shown in Figure 3-4.  A simple linear least squares 

fit is then applied to the dataset to determine the slope, A, and intercept, I, of the best-fit 

line.  By analyzing Equation (3.29), it can be shown that 

   
 

   
  (3.31) 

  
   

 
  (3.32) 

This experimentally derived value of vm is then utilized in Equation (3.30) to determine 

the specific surface area of the char.   

The BET experiment is run a number of times for each char, and for each char 

 

Figure 3-4: Fit to processed BET data from Figure 3-3.  The slope of the 

fit line corresponds to the parameter A, and the intercept corresponds to 

parameter I, used in Equations (3.31) and (3.32). 
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tested, all of the reactions and BET measurements are conducted on the same sample and 

without the TGA reaction chamber being opened between experimental runs.  In the first 

experiment, unreacted char (xc = 0) is tested.  The resulting specific surface area 

represents the initial specific surface area, Sg,C,O, for the char.  The same sample is then 

partially reacted in the TGA with CO2 before reaction is stopped and another BET 

experiment is run.  This process is repeated a number of times in order to determine 

values for Sg,C as a function of char extent of conversion, xc.  This data is then fit to 

Equation (3.12) to determine the char structural parameter ψ.  In the fitting process, the 

measured value of Sg,C,O is used as the y-intercept for Equation (3.12), and the value of ψ 

that minimizes the absolute error between the remaining predicted and measured values 

of Sg,C is found.  The result of this process is an ability to describe the specific surface 

area of each char at any extent of conversion, xc, utilizing the measured initial specific 

surface area Sg,C,O and the experimentally derived structural parameter ψ. 

3.2.4.3. Temperature Programmed Desorption 

In order to determine the kinetic parameters of the Boudouard gasification 

mechanism, shown in Table 3-1, further studying of each char in the TGA is required.  

For most of the reactions in the 7-step mechanism, direct observation of the kinetic 

parameter is not possible.  However, for reaction 2 (Cb + C(O) → CO + Cf) which 

represents the desorption of oxygen from the surface to gas phase CO, and for reaction 4r 

(C(CO) → Cf + CO), which represents the desorption of CO from the solid surface, the 

elementary reaction itself can be studied directly in the TGA using temperature 

programmed desorption (TPD).  

To understand what parameters the TPD process is useful in determining, it is first 

useful to develop the theory that produces the relation described in Equation (3.16) for 

the kinetic parameters k2 and k4r.  For simplicity, the surface complex in the derivation 

that follows is assumed to be C(O) for reaction 2, however the derivation is valid for 

reaction 4r as well by replacing all instances of C(O) with C(CO), and all subscript ‘2’s 
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with subscript ‘4r’s.   

In this theory, it is assumed that all oxygen atoms adsorbed onto the char surface 

have different adsorption energies, and that the concentration of adsorbed oxygen per 

square meter of surface with adsorption energy E at any given time t is [C(O)]E,t. The 

total adsorbed oxygen concentration at any moment in time, [C(O)]t, is thus 

                    
 

 
  (3.33) 

Differentiating both sides in time to find the rate change of the total surface complex 

concentration results in an expression based on the parameter [C(O)]E,t: 

        

  
 
 
 

 

  
            

 

 
           

  
 
 
  

 

 
  (3.34) 

For each energy level E, there is a unique kinetic parameter, k2,E, that describes 

the kinetics of the desorption reaction for oxygen atoms adsorbed at that particular 

adsorption energy.  If it is assumed that these kinetic parameters follow an Arrhenius 

form, then this kinetic relation can be written as 

         

  
 
 
                       

 

             (3.35) 

It is assumed that the Arrhenius pre-exponential A2,E is constant for all energy levels E 

and therefore equal to the parameter A, which can found through molecular collision 

theory to be 1.0 x 10
13

 s
-1

.  Equation (3.35) can then be substituted into (3.34) to yield the 

following relation: 

        

  
 
 
      

 

             
 

 
  (3.36) 

In order to simplify this relation, the term [C(O)]E,t must be expanded into known 

quantities that can be readily calculated.  This can be accomplished by defining a 
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distribution function, F(E,t), that is equal to the fraction of adsorbed oxygen atoms with 

an adsorption energy less than E at time t.  It follows that F(E,t) can be written as 

       
            

 
 

            
 
 

 
            

 
 

       
  (3.37) 

This distribution function can be differentiated with respect to E to produce a new 

distribution function f(E,t) = dF(E,t)/dE: 

       
  

            
 
 

       
 

  
 

         

       
  

 
                            

(3.38) 

           
 

 
  (3.39) 

where Equation (3.39) is valid for all time t.  By inserting Equation (3.38) into Equation 

(3.36), a simplified relation can be found: 

        

  
 
 
              

 

          
 

 
  (3.40) 

 This relation, like Equation (3.35), has the functional form of a rate equation of 

our parameter of interest, [C(O)], and therefore the kinetic parameter for the reaction, k2, 

can be substituted into the equation to yield                       , where 

       
 

          
 

 
  (3.41) 

For the Boudouard gasification module, the quasi-steady assumption dictates that 

the energy distribution function f(E,t) is constant in time, and it is further assumed to 

follow a normal distribution about an average activation energy Eavg,2.  When a normal 

distribution is substituted into Equation (3.41) for f(E,t), Equation (3.16), which is 

reproduced below, results: 
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  (3.42) 

This relation for k2 is temperature dependent and has only two unknown 

parameters, Eavg,2 and    which are determined through a TPD experiment. 

In a TPD, the solid sample is first loaded into the TGA and then heated to a high 

temperature in an inert (N2) environment to ensure any adsorbed species on the char 

surface are removed.  After cooling to moderate temperatures (600-700 K) in the inert 

environment, the reaction chamber is flooded with an adsorbate gas in order to load the 

char surface with the surface complex of interest.  For TPD measurements of reaction 2, 

the adsorbate gas is CO2 and the surface complex is C(O).  For these experiments, the 

char is allowed to reach between 10% and 20% conversion before adsorbate gas flow is 

stopped.  For reaction 4r, CO is the adsorbate and C(CO) is the surface complex of 

interest.  For these runs, the flow of gas is held for many hours to ensure that the CO fully 

adsorbs onto the char surface.  In both experiments, the chamber is cooled to 298 K 

before the adsorbate gas flow is stopped and the inert nitrogen flow is again switched on 

to remove any non-adsorbed species from the reaction chamber.  After this process is 

completed, the TPD experiment is started by initiating a controlled heating ramp in the 

inert TGA chamber to 1100 K at a rate of 25 K/min.   

As the char sample is heated, surface complexes of different adsorption energies 

will be released from the surface at different temperatures, and therefore different 

moments in time, based on their adsorption energy.  The effluent gas is passed through a 

CO detector, which measures the concentration of CO in the gas, COppm, in units of parts 

per million and records the measurements in time (and therefore temperature).  This 

quantity is directly related to the molar flow rate of CO out of the TGA,   
  , through the 

following relation: 
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       (3.43) 

where P is the system pressure, T is the temperature at that moment in the experiment, 

and       is the measured volumetric flow rate of the exhaust gas, which for the TGA 

utilized in these experiments is found as the sum of the measured furnace, reaction, and 

purge gas flow rates.  This measured rate of complex desorption as a function of time can 

be further transformed into the rate of change of surface complex concentration as a 

function of time, d[C(O)]/dt, through the total sample mass, mchar, and specific surface 

area by 

       

  
  

    

         
  (3.44) 

To understand how to transform this experimental dataset of the rate of change in 

surface complex concentration as a function of time, the theory developed in Equations 

(3.33) through (3.42) is utilized and expanded.   

 In a TPD experiment, Equation (3.40) cannot be simplified through a quasi-steady 

assumption, as both the temperature and surface concentration of oxygen atoms is 

changing in time.  As a result, the functional form of f(E,t) is not constant in time and its 

functional form for any time after the initial condition is unknown.  To further expand 

this relation and find a relation useful for the TPD dataset, Equation (3.35) can be 

rearranged to separate variables and then integrated in time from an initial condition: 

  
        

       

         

         

       
 

    
 

 
  (3.45) 

Simplification and reordering of terms yields 

          
            

    
 

 
    

 
   (3.46) 

where [C(O)]E,0 is the initial (t = 0) surface concentration of oxygen atoms at adsorption 



 

  

Chapter 3.2 – page 92 

energy E.   

If Equation (3.38) is written for the initial condition (t = 0), when the char surface 

is fully loaded with oxygen atoms and no CO has yet to evolve from the surface, the 

following relation is demonstrated 

                           (3.47) 

where        is a specified initial distribution function.  Equation (3.47) and Equation 

(3.46) can be combined with Equation (3.36) to produce a simplified expression for the 

rate change of surface complexes at any time t: 

        

  
               

 

             
 

 
    

 
   

 

 
  (3.48) 

Since the initial condition occurs when the char surface is fully loaded with 

oxygen atoms and is in a steady loaded condition, the assumption used in Equation (3.16) 

that f(E,t) can be described by a normal distribution can be applied to find an identical 

functional form for       .  Further, the initial concentration of oxygen atoms on the 

surface,        , can be directly calculated from the measured TPD dataset by 

integrating the molar flow rate of CO in the exhaust effluent over the full time of the 

experiment: 

        
 

         
   

    
      

 

 (3.49) 

When this relation, along with the normal distribution and Equation (3.44), is inserted 

into Equation (3.48) and simplified, the following relation is produced: 

  
          

      

 
    

 
 

  
 

     
 

 
 

 
 

        

  
 

 

 
    

 
 

    
 

   
 

 
  (3.50) 



 

  

Chapter 3.2 – page 93 

The   
   and T terms are all measured in the TPD experiment as a function of 

time, allowing a numerical estimate of the integrals in Equation (3.50) to be found for 

any moment in time t if guesses are provided for the terms Eavg,2 and   .  A least squares 

fitting algorithm (source code is included in Appendix C) is used to adjust these two 

parameters to minimize the error between data and prediction, and the result of this fit are 

values for Eavg,2 and    (and Eavg,4r and     for reaction 4r) that can be used directly in 

Equation (3.16) in the Boudouard gasification module to predict values of k2 and k4r. 

3.2.4.4. Arrhenius Fitting to Remaining Parameters 

The remaining Arrhenius parameters for reactions 1f, 1r, 3, 4f, and 5 used to 

calculate the kinetics of the Boudouard mechanism cannot be directly measured.  In order 

to extract the values of these parameters, char samples are reacted in the TGA, and the 

resulting mass versus time trace for each reaction is used in a global fitting routine that 

calculates the necessary kinetic parameters. 

In order to do this, each char is reacted over a range of temperatures and reactant 

gas concentrations to produce a dataset that spans the necessary degrees of freedom 

(temperature, CO2 partial pressure, CO partial pressure) of the Boudouard mechanism, 

allowing for a precise and reliable fit.  The full list of experiments that are run are listed 

in Table 3-4.  For each experiment, a known mass of char is loaded into the TGA sample 

pan and then heated in an inert (N2) environment to a set temperature.  Once at 

temperature, the sample is held in the inert environment for one hour to ensure the system 

is in a steady state configuration and that no species are adsorbed on the char surface.  At 

the one hour mark, a pre-defined reactant gas mixture is introduced to the TGA reaction 

chamber and the sample weight is recorded every 5 seconds.  During this process, fresh 

reactant gas mixture is continuously flowed into the chamber.  As the char reacts with the 

gaseous environment, the char will be converted to product gas and the mass in the TGA 

sample pan will drop.  The experiment is stopped when the sample weight stops changing 
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appreciably in time, indicating that all of the reactant solid material has been consumed.   

For each experiment, the process is then repeated with an empty sample pan to 

produce a ‘blank’.  Because there is no reactive solid present in the blank runs, any 

measured changes in the weight of the sample pan will be due to background effects, 

such as buoyancy and drag from the reaction gases flowing around the pan.  After both 

runs are complete, the blank weight data is subtracted from the char weight data and then 

normalized to produce a mass trace representing the change in mass of the reactive 

particles on the sample pan as a function of time, with the final point in the dataset 

equaling zero.  To ensure consistency, some of the experiments are run multiple times to 

verify reproducibility. 

To find the kinetic parameters that match the experiments, the data at 1173 K, for 

which most runs have been conducted, it utilized.  Initial guess for the values of k1f, k1r, 

k3, k4f, and k5 at 1173 K are taken, and the Boudouard mechanism is utilized to calculate 

an expected mass loss trace.  To do this, a relation for the change of mass on the pan as a 

function of experimental parameters and the kinetic parameters must be determined.  

Because the scale is measuring the weight of the char sample, including all adsorbed 

species on the char surface, the mass of adsorbing and desorbing species must be 

Table 3-4: List of TGA experiments conducted for each fuel char.  Each 

experiment is run twice: once with a char sample and once as a ‘blank’ to 

measure background noise. 

Temperature [K] Pressure [atm] Reactant Gas Composition 

1073 1 100% CO2 

1073  1 50% CO2, 50% CO 

1173 1 100% CO2 

1173 1 80% CO2, 20% N2 

1173 1 50% CO2, 50% N2 

1173 1 50% CO2, 50% CO 

1273 1 100% CO2 

1273 1 50% CO2, 50% N2 

1273 10 100% CO2 
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included in this calculation.  When the rate of mass loss of solid carbon from Equation 

(3.10) is combined with the change in mass from adsorbing and desorbing oxygen and 

CO, the following relation for the total rate of mass change of the char particles in the 

TGA sample pan,       , is produced: 

   

  
                                                 

                                            

                  

(3.51) 

At the start of the experiment, all of the initial conditions are known (   

                         and throughout the experiment the concentration of 

CO and CO2 in the gas, [CO] and [CO2] respectively, are known and are constant.  To 

ensure that these concentrations are also constant throughout the particle pore structure, 

the experiments in the TGA must be operated in the kinetically limited regime so that no 

mass transport effects influence the results.  To ensure the experiments are operating in 

this regime, the characteristic time scale of pore diffusion can be compared with the 

characteristic time scale of reaction within a particle.  If the reaction time scale is 

significantly larger than the diffusion time scale, it can be safely assumed that the 

experiment is in the kinetically limited regime.  The ratio of these two time scales is 

represented by the Thiele modulus, which has values between 0.05 and 0.6 for the TGA 

experiments listed in Table 3-4 with 100 to 125 μm diameter activated carbon fuel 

particles [130].  Values below one are consistent with kinetically limited processes, 

confirming that the TGA experiments fall within this regime. 

With these initial conditions and operational parameters set, Equation (3.51), in 

combination with Equation (3.10) through Equation (3.14), can be marched forward in 

time utilizing a sufficiently small time step in the calculation to predict the values of Mp, 

  ,    , and    as a function of time (the source code to perform this calculation is 

included in Appendix C). For these calculations, an assumption is made that the char 
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extent of conversion xc is equivalent to the particle extent of conversion xp, found as 

               .  This calculation for Mp over time for each experimental run can 

then be directly compared to the dataset, and this is done by viewing both the prediction 

and the data on a plot with extent of conversion, xc, on the x-axis, and the reactivity, 

defined as the normalized rate of mass loss            , plotted on a logarithmic y-

axis.  The guesses for k1f, k1r, k3, k4f, and k5 are then refined using a nonlinear least 

squares regression method (source code included in Appendix C) until values are found 

that accurately predict the experimental traces at 1173 K. 

The found kinetic parameters at 1173 K are then used as starting points to perform 

an identical analysis to determine the kinetic parameters at 1073 K and 1273 K using the 

datasets recorded at these temperatures (with the exception of the dataset at 1273 K and 

10 atm, which is not used for the fit).  Once appropriate values of ki have been found at 

all the temperatures, an Arrhenius function is fit to each kinetic parameter to find the 

corresponding activation energy Ei and pre-exponential Ai for each reactions 1f, 1r, 3, 4f, 

and 5.  It should be noted that there are multiple values of the ki parameters capable of 

producing low-error fits at each experimental temperature, and so care must be taken in 

the choice of initial guesses for the kinetic parameters in order to avoid local solution 

minima during the regression process, and to avoid non-physical values of the kinetic 

parameters being found as solutions.  After the Arrhenius values are found, a prediction 

for the char in a system at 1273 K, 10 atm, and 100% CO2 is calculated.  This prediction 

is compared against the 10 atm, 1273 K, 100% CO2 dataset to confirm model validity. 

3.2.5. Kinetic Parameters for Selected Fuels 

The experimental techniques described in Section 3.2.4 were used to find the 

specific surface area and Boudouard kinetic parameters for a library of potential CFC 

fuels.  The results of these experiments are detailed in this section, as well as the 

calculated parameters for use in the Boudouard gasification module. 
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3.2.5.1. Corn Stover 

Corn stover is a straw-like material consisting of the leaves and stalks of maize 

plants.  Stover is collected after the crop harvest, and represents an agriculture waste 

product that is usually held for winter cattle feed or, more commonly, discarded through 

burning or plowing of the material back into the field.  As a waste product that is 

produced in considerable quantities worldwide, corn stover represents a possible 

renewable biomass fuel that could be utilized in energy producing applications, including 

carbon fuel cells. 

To determine the characteristics of corn stover fuel, a sample of raw corn stover 

material was pulverized, sieved (75-106 μm), sized, charred, and sized again according to 

the procedure outlined in Section 3.2.4.1.  The sizing data of both the raw material and 

the charred material are shown below in Figure 3-5 and Figure 3-6.   

The sizing data indicates that the raw material had a mean particle size of 62.2 μm 

with a standard deviation of 19.2 μm, with nearly all the material having a diameter 

below 100 μm.  After the particles were charred, the violent devolatilization process 

 

Figure 3-5: Particle size distribution and 

normal fit to data for raw corn stover. 

μ = 62.17 μm, σ = 19.16 μm. 

 

Figure 3-6: Particle size distribution and 

Weibull fit to data for corn stover char. 

μ = 45.66 μm, σ = 25.29 μm, A = 3.64, 

B = 0.63. 
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resulting in larger particles being physically fragmented into smaller particles, pushing 

the distribution towards smaller particles and skewing the distribution to favor smaller 

particles as well.  For the char, the mean particle size was 45.7 μm with a standard 

deviation of 25.3 μm, and a Weibull fit (A=3.64, B=0.63) more accurately describes the 

new distribution. 

Images of charred material were taken by an SEM, and one of these images is 

shown in Figure 3-7.  Raw corn stover is a fibrous material, with many long and narrow 

shards that have total lengths significantly higher than the desired sieve sizing.  After 

charring, many of these long pieces have fragmented into many smaller pieces, and the 

opening of pores in the corn stover material is clearly visible. 

 

Figure 3-7: SEM image of corn stover char. 

 The charred particles were loaded into the TGA and multiple BET surface area 

measurements were conducted for multiple extents of char conversion, as outlined in 

Section 3.2.4.2.  The measured results of these experiments, along with the fit of 

Equation (3.12) to the data, are shown in Figure 3-8.  The data indicates that the 

unreacted corn stover char has an initial specific surface area, Sg,C,O, of 244.6 m
2
/g, and a 
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structural parameter of 3.24.   

 TPD analysis of the corn stover char resulted in the data plots shown in Figure 

3-9 and Figure 3-10.  For both TPD runs, a maximum in the measured d[C(O)]/dt and 

d[C(CO)]/dt was not reached during the programmed TPD ramp.  In order to successfully 

fit a TPD distribution to these curves, the molar flow of CO out of the TGA,   
  , was 

monitored for the sample after the temperature ramp and while the sample was held at 

 

Figure 3-8: BET surface area results for corn stover char.  

Sg,C,O = 244.6 m
2
/g, ψ = 3.24. 

 

Figure 3-9: TPD data and fit for corn 

stover char, reaction 2.  

E2 = 360.6 kJ/mol, σ2 = 30.5 kJ/mol. 

 

Figure 3-10: TPD data and fit for corn 

stover char, reaction 4r.  

E4r = 429.6 kJ/mol, σ4r = 47.5 kJ/mol. 
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high temperature.  When this value dropped to zero, indicating all the adsorbed species 

had desorbed from the surface, the experimental run was stopped.  The total amount of 

CO released was then found by integrating this dataset through Equation (3.49), resulting 

in a value for [C(O)]o and [C(CO)]o.  The TPD fits to the data were thus fully defined by 

ensuring the integral of the fit over all time equaled the measured initial surface complex 

concentration.  This process resulted in kinetic values of E2 = 360.6 kJ/mol, σ2 = 30.5 

kJ/mol, E4r = 429.6 kJ/mol, and σ4r = 47.5 kJ/mol. 

The remaining kinetic parameters were found by fitting the data results for the 

experiments from Table 3-4 run with the corn stover char.  The results of these fits for the 

three temperatures studied are shown in Figure 3-11, Figure 3-12, and Figure 3-13.  The 

Arrhenius fits to the k parameters found at each temperature are shown in Figure 3-14.  

The full list of Arrhenius parameters, along with the TPD and BET results for the corn 

stover char, are enumerated in Table 3-5. 

Table 3-5: Average size, specific surface area, and Boudouard kinetic 

parameters for corn stover char.  Units for Ai are consistent with a 

reaction rate in [mol/m
2
s]. 

Parameter Value 

dchar Mean particle size 45.7 μm 

Sg,C,O Initial specific surface area 245 m
2
/g 

ψ Char structural parameter  3.2 

Reaction Ai Ei [kJ/mol] σi [kJ/mol] 

1f: Cf + CO2 → C(O) + CO 1.5 x 10
4
 168 - 

1r: C(O) + CO → Cf + CO2 3 x 10
1
 65 - 

2:  Cb + C(O) → CO + Cf 1 x 10
13

 361 30.5 

3:  Cb + C(O) + CO2 → 2 CO + C(O) 3.2 x 10
7
 366 - 

4f: Cf + CO → C(CO) 9 x 10
-1

 166 - 

4r: C(CO) → Cf + CO 1 x 10
13

 429 47.2 

5:  CO + C(CO) → CO2 + 2 Cf 1.9 x 10
7
 310 - 
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Figure 3-11: TGA results for corn stover 

at 1073 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed). 

 

Figure 3-12: TGA results for corn stover 

at 1173 K.  Prediction based on fitted 

Arrhenius parameters is shown 

(dashed). 

 

 

Figure 3-13: TGA results for corn stover 

at 1273 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed). 

 

Figure 3-14: found k values and fitted 

Arrhenius curves for corn stover 

reactions 1f, 1r, 3, 4f, and 5. 
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3.2.5.2. Wood Bark 

The wood bark used in this dissertation is the bark material from Norwegian pine 

(Pinus resinosa), a redish pine tree native to North America and found throughout the 

northeastern United States and the great lakes regions of the U.S. and Canada, as shown 

in Figure 3-15 [138].  A byproduct of the logging industry, bark from logged trees is 

often crushed into mulch products or disposed of, and with a global annual bark 

production rate of nearly 2.5 billion cubic feet of material per year, there is considerable 

promise for wood bark as a potential energy source [139]. 

 

Figure 3-15: Growing region for Norwegian pine [138]. 

To determine the characteristics of wood bark fuel, a sample of raw pine bark 

material was pulverized, sieved (75-106 μm), charred, and sized according to the 

procedure outlined in Section 3.2.4.1.  The sizing data of the charred material is shown 

below in Figure 3-16.   



 

  

Chapter 3.2 – page 103 

The sizing data indicates that the charred material had a mean particle size of 

59.7 μm with a standard deviation of 25.9 μm, with nearly all the material having a 

diameter below 120 μm.  Images of the charred material were taken by an SEM, and one 

of these images is shown in Figure 3-17.  The charred pine bark material consists of 

many small fragments and sheets of material, with clearly visible pore structures and ash 

particles on the char surface. 

 

Figure 3-16: Particle size distribution and fit to data for pine bark char. 

μ = 59.7 μm, σ = 25.9 μm. 

 

Figure 3-17: SEM image of wood bark char. 
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The charred particles were loaded into the TGA and multiple BET surface area 

measurements were conducted for multiple extents of char conversion, as outlined in 

Section 3.2.4.2.  The measured results of these experiments, along with the fit of 

Equation (3.12) to the data, are shown in Figure 3-18.  The data indicates that the 

unreacted wood bark char has an initial specific surface area, Sg,C,O, of 108.3 m
2
/g, and a 

structural parameter of 3.45.   

 TPD analysis of the wood char was not performed, as the parameters used for 

corn stover char proved accurate in predicting wood char kinetics, and so were utilized 

directly for the wood char material. 

The remaining kinetic parameters were found by fitting the data results for the 

experiments from Table 3-4 run with the wood bark char.  The results of these fits for the 

three temperatures studied are shown in Figure 3-19, Figure 3-20, and Figure 3-21.  The 

Arrhenius fits to the k parameters found at each temperature are shown in Figure 3-22.  

The full list of Arrhenius parameters, along with the TPD and BET results for the wood 

bark char, are enumerated in Table 3-6. 

 

Figure 3-18: BET surface area results for wood bark char.  

Sg,C,O = 108.3 m
2
/g, ψ = 3.45. 
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Table 3-6: Average size, specific surface area, and Boudouard kinetic 

parameters for wood bark char.  Units for Ai are consistent with a 

reaction rate in [mol/m
2
s]. 

Parameter Value 

dchar Mean particle size 59.7 μm 

Sg,C,O Initial specific surface area 108.3 m
2
/g 

ψ Char structural parameter  3.45 

Reaction Ai Ei [kJ/mol] σi [kJ/mol] 

1f: Cf + CO2 → C(O) + CO 6.4 x 10
4
 177 - 

1r: C(O) + CO → Cf + CO2 5.9 x 10
4
 124 - 

2:  Cb + C(O) → CO + Cf 1 x 10
13

 361 30.5 

3:  Cb + C(O) + CO2 → 2 CO + C(O) 2.5 x 10
9
 818 - 

4f: Cf + CO → C(CO) 3.6 x 10
2
 170 - 

4r: C(CO) → Cf + CO 1 x 10
13

 429 47.2 

5:  CO + C(CO) → CO2 + 2 Cf 2.0 x 10
8
 365 - 

 

 

Figure 3-19: TGA results for wood bark 

at 1073 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed). 

 

Figure 3-20: TGA results for wood bark 

at 1173 K.  Prediction based on fitted 

Arrhenius parameters is shown 

(dashed). 
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Figure 3-21: TGA results for wood bark 

at 1273 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed). 

 

Figure 3-22: found k values and fitted 

Arrhenius curves for wood bark 

reactions 1f, 1r, 3, 4f, and 5. 

3.2.5.3. Rice Straw 

Rice straw, similar to corn stover, is an agriculture waste product produced in the 

cultivation of rice grains.  Similar to the straw byproducts of other cereal grains, such as 

oats, barley, rye, and wheat, straws make up roughly half of the yield for rice crops.  

Generally, the straw is bundled and utilized for animal feed, bedding, or as a material 

used in the weaving of baskets, hats, and other goods.  Given the vast quantity of straw 

grown each year, it represents a promising possible renewable energy source for carbon 

fuel cells. 

To determine the characteristics of rice straw fuel, a sample of raw rice straw 

material was pulverized, sieved (75-106 μm), sized, charred, and sized again according to 

the procedure outlined in Section 3.2.4.1.  The sizing data of both the raw material and 

the charred material are shown below in Figure 3-23 and Figure 3-24.   
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The sizing data indicates that the raw material had a mean particle size of 57.5 μm 

with a standard deviation of 21.4 μm, with nearly all the material having a diameter 

below 100 μm.  For the char, the mean particle size was 50.3 μm with a standard 

deviation of 30.4 μm, and a Weibull fit (A=56.39, B=1.7) more accurately describes the 

new distribution. 

An image of the charred material was taken by an SEM, and this image is shown 

in Figure 3-25.  After charring, the rice straw is made up of a number of long, thin strands 

 

Figure 3-23: Particle size distribution 

and normal fit to data for raw rice straw. 

μ = 57.53 μm, σ = 21.4 μm. 

 

Figure 3-24: Particle size distribution 

and Weibull fit to data for rice straw 

char. μ = 50.3 μm, σ = 30.4 μm, 

A = 56.39, B = 1.7. 

 

Figure 3-25: SEM image of rice straw char. 
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of material, some of which have fragmented into many smaller pieces.  The pore structure 

of these materials, along with the ash on the char surface, is visible in the SEM image. 

 The charred particles were loaded into the TGA and multiple BET surface area 

measurements were conducted for multiple extents of char conversion, as outlined in 

Section 3.2.4.2.  The measured results of these experiments, along with the fit of 

Equation (3.12) to the data, are shown in Figure 3-26.  The data indicates that the 

unreacted rice straw char has an initial specific surface area, Sg,C,O, of 257.6 m
2
/g, and a 

structural parameter of 1.89.   

 TPD analysis of the rice straw char was not performed, as the parameters used for 

corn stover char proved accurate in predicting rice char kinetics, and so were utilized 

directly for the rice straw material. 

The remaining kinetic parameters were found by fitting the data results for the 

experiments from Table 3-4 run with the rice straw char.  The results of these fits for the 

three temperatures studied are shown in Figure 3-27, Figure 3-28, and Figure 3-29.  The 

Arrhenius fits to the k parameters found at each temperature are shown in Figure 3-30.  

The full list of Arrhenius parameters, along with the TPD and BET results for the rice 

 

Figure 3-26: BET surface area results for rice straw char.  

Sg,C,O = 257.6 m
2
/g, ψ = 1.89. 
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straw char, are enumerated in Table 3-7. 

Table 3-7: Average size, specific surface area, and Boudouard kinetic 

parameters for rice straw char.  Units for Ai are consistent with a reaction 

rate in [mol/m
2
s]. 

Parameter Value 

dchar Mean particle size 50.3 μm 

Sg,C,O Initial specific surface area 257.6 m
2
/g 

ψ Char structural parameter  1.89 

Reaction Ai Ei [kJ/mol] σi [kJ/mol] 

1f: Cf + CO2 → C(O) + CO 6.1 x 10
3
 160 - 

1r: C(O) + CO → Cf + CO2 2.1 x 10
3
 99 - 

2:  Cb + C(O) → CO + Cf 1 x 10
13

 361 30.5 

3:  Cb + C(O) + CO2 → 2 CO + C(O) 2.0 x 10
-1

 286 - 

4f: Cf + CO → C(CO) 6.7 x 10
8
 285 - 

4r: C(CO) → Cf + CO 1 x 10
13

 429 47.2 

5:  CO + C(CO) → CO2 + 2 Cf 3.1 x 10
8
 280 - 

 

 

Figure 3-27: TGA results for rice straw 

at 1073 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed). 

 

Figure 3-28: TGA results for rice straw 

at 1173 K.  Prediction based on fitted 

Arrhenius parameters is shown 

(dashed). 
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Figure 3-29: TGA results for rice straw 

at 1273 K.  Prediction based on fitted 

Arrhenius parameters is shown (dashed). 

 

Figure 3-30: found k values and fitted 

Arrhenius curves for rice straw reactions 

1f, 1r, 3, 4f, and 5. 

 

3.2.5.4. Almond Shell  

Almond shells are reticulated hard woody covers that enclose the edible seed of 

the almond tree, referred to as the nut.  Most almonds sold are shelled (have the shells 

removed) and as a result a large amount of almond shell material is collected at the point 

of harvest and disposed of as a waste product.  Consequently, almond shells represent a 

possible renewable biomass feedstock for carbon fuel cells. 

To determine the characteristics of almond shell fuel, a sample of raw almond 

shell material was pulverized, sieved (75-106 μm), charred, and sized according to the 

procedure outlined in Section 3.2.4.1.  The sizing data of the charred material is shown 

below in Figure 3-31.  The sizing data indicates that the raw material had a mean particle 

size of 45.1 μm with a standard deviation of 21.1 μm.  The char, however, exhibited a 

peak in particles in the 60 μm size range, with a sharp drop off in particles above this 
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size, indicating a possible unit cell in the almond shell of around the same size, with 

larger particles made up of multiple cells fragmenting during the devolatlization process. 

 Images of the charred material taken by an SEM are shown in Figure 3-32.  The 

char exhibits many fragmented pieces and a few larger chunks of material, all with an 

obvious porous structure.  No characteristic geometry, such as the long strands seen in 

rice straw or corn stover, are visible in the almond shell char.   

 

Figure 3-31: Particle size distribution and fit to data for almond shell 

char. μ = 45.1 μm, σ = 21.1 μm. 

 

Figure 3-32: SEM of almond shell char. 
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 The charred particles were loaded into the TGA and multiple BET surface area 

measurements were conducted for multiple extents of char conversion, as outlined in 

Section 3.2.4.2.  The measured results of these experiments, along with the fit of 

Equation (3.12) to the data, are shown in Figure 3-33.  The data indicates that the 

unreacted almond shell char has an initial specific surface area, Sg,C,O, of 215.2 m
2
/g, and 

a structural parameter of 2.85.   

TPD analysis of the almond shell was not performed, as the parameters used for 

corn stover char proved accurate in predicting almond char kinetics, and so were utilized 

directly for the almond shell char material. 

The remaining kinetic parameters were found by fitting the data results for the 

experiments from Table 3-4 run with the almond shell char.  The results of these fits for 

the three temperatures studied are shown in Figure 3-34, Figure 3-35, and Figure 3-36.  

The Arrhenius fits to the k parameters found at each temperature are shown in Figure 

3-37.  The full list of Arrhenius parameters, along with the TPD and BET results for the 

almond shell char, are enumerated in Table 3-8. 

 

 

Figure 3-33: BET surface area results for almond shell char.  

Sg,C,O = 215.2 m
2
/g, ψ = 2.85. 
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Table 3-8: Average size, specific surface area, and Boudouard kinetic 

parameters for almond shell char.  Units for Ai are consistent with a 

reaction rate in [mol/m
2
s]. 

Parameter Value 

dchar Mean particle size 45.1 μm 

Sg,C,O Initial specific surface area 215.2 m
2
/g 

ψ Char structural parameter  2.85 

Reaction Ai Ei [kJ/mol] σi [kJ/mol] 

1f: Cf + CO2 → C(O) + CO 4.6 x 10
5
 199 - 

1r: C(O) + CO → Cf + CO2 2.7 x 10
3
 95 - 

2:  Cb + C(O) → CO + Cf 1 x 10
13

 361 30.5 

3:  Cb + C(O) + CO2 → 2 CO + C(O) 1.4 x 10
9
 1138 - 

4f: Cf + CO → C(CO) 3.0 x 10
1
 821 - 

4r: C(CO) → Cf + CO 1 x 10
13

 429 47.2 

5:  CO + C(CO) → CO2 + 2 Cf 2.4 x 10
5
 400 - 

 

 

Figure 3-34: TGA results for almond 

shell at 1073 K.  Prediction based on 

fitted Arrhenius parameters is shown 

(dashed). 

 

Figure 3-35: TGA results for almond 

shell at 1173 K.  Prediction based on 

fitted Arrhenius parameters is shown 

(dashed). 
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Figure 3-36: TGA results for almond 

shell at 1273 K.  Prediction based on 

fitted Arrhenius parameters is shown 

(dashed). 

 

Figure 3-37: found k values and fitted 

Arrhenius curves for almond shell 

reactions 1f, 1r, 3, 4f, and 5. 

 

3.2.5.5. Wyodak Coal  

Wyodak coal is a commonly used coal produced in the Powder River Basin 

region of northeast Wyoming.  Wyodak coal is a low-sulfur sub-bituminous coal that 

exists in abundance in shallow seams, making surface extraction through strip mining 

techniques possible.  As a result, Wyodak coals, despite being inferior in some aspects to 

other domestic sources of coal, are used in abundance throughout the United States.  Its 

continued extraction makes Wyodak coal a possible fuel for carbon fuel cells, and its 

presence in this dissertation is used as a benchmark to compare the biomass char 

materials against.  

The Boudouard reaction kinetics for Wyodak coal were previously obtained by 

Matt Tilghman in support of NREL project DE-FC26-10FE0005372 to find the reactive 

properties of coal and biomass mixed fuels.  Further information on the methodology and 
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validation to obtain the parameters can be found in publications and quarterly reports 

related to the NREL project [140].  The parameters are reproduced below for 

completeness in Table 3-9, as they are utilized directly in later sections of this work. 

Table 3-9: Average size, specific surface area, and Boudouard kinetic 

parameters for Wyodak coal char.  Units for Ai are consistent with a 

reaction rate in [mol/m
2
s].  Data courtesy of Matt Tilghman in support of 

NREL project DE-FC26-10FE0005372 [140]. 

Parameter Value 

dchar Mean particle size 73.5 μm 

Sg,C,O Initial specific surface area 300 m
2
/g 

ψ Char structural parameter  5 

Reaction Ai Ei [kJ/mol] σi [kJ/mol] 

1f: Cf + CO2 → C(O) + CO 1.52 x 10
4
 168 - 

1r: C(O) + CO → Cf + CO2 2.37 x 10
2
 66 - 

2:  Cb + C(O) → CO + Cf 1 x 10
13

 353 28 

3:  Cb + C(O) + CO2 → 2 CO + C(O) 3.26 x 10
13

 367 - 

4f: Cf + CO → C(CO) 5.06 x 10
1
 78 - 

4r: C(CO) → Cf + CO 1 x 10
13

 455 53 

5:  CO + C(CO) → CO2 + 2 Cf 3.36 x 10
6
 266 - 

 

3.2.5.6. Activated Carbon  

An activated carbon, purchased directly from Fisher Scientific, is utilized 

throughout this work as a representative de-ashed, processed char.  Derived from biomass 

feedstocks, the size of the activated carbon particles ranges from 75-300 μm as received, 

and is sieved to less than 100 μm for use in TGA reaction studies. Although a synthetic, 

highly processed fuel, activated carbon represents a good benchmark char to perform 

experimentation on in the laboratory, as the char is absent any contaminants or ash that 

would cause poisoning or operational issues on test devices.  As a result, experiments can 

focus on the desired outcomes without results being impacted by undesirable fuel 

characteristics.   

Because a majority of operational data for CFC devices was measured on cells 

utilizing this activated carbon as its fuel source, it is important for validation purposes 
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that the activated carbon kinetic parameters be studied so that the model can predict the 

performance of CFC devices operating with it as the fuel.  In doing so, the model will be 

able to produce results directly comparable to past experimental studies, even if the fuel 

itself does not represent a candidate fuel for a large scale system. 

The Fisher Scientific activated carbon was extensively studied and its kinetic 

parameters were measured by Andrew Lee, and his results have been published [88].  

Due to the importance of the activated carbon material in this model and this 

dissertation’s results, Lee’s experimental results and kinetic parameters for activated 

carbon are reproduced here for completeness. 

To determine the characteristics of the activated carbon fuel, a sample of the 

material was sieved (75-106 μm) and then sized according to the procedure outlined in 

Section 3.2.4.1 [130].  The sizing data of the sieved material is shown below in Figure 

3-38.  The data indicates that the material had a mean particle size of 71.2 μm with a 

standard deviation of 15.0 μm, with nearly all the material having a diameter below 100 

μm.   

Images of the as-received material were taken by an SEM, and two of these 

 

Figure 3-38: Particle size distribution for Fisher activated carbon. μ = 71.2 μm, 

σ = 15.0 μm (data from [130]). 
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images are shown below in Figure 3-39 and Figure 3-40.  The activated carbon is a bulky 

material, with many roughly equally sized particles.  Closer inspection reveals a number 

of small pores, providing access to the internal structure of the particle. 

 

Figure 3-39: SEM image of activated 

carbon material [130]. 

 

Figure 3-40: SEM image of activated 

carbon material [130]. 

The charred particles were loaded into the TGA and multiple BET surface area 

measurements were conducted for multiple extents of char conversion, as outlined in 

Section 3.2.4.2.  The measured results of these experiments, along with the fit of 

Equation (3.12) to the data, are shown in Figure 3-41.  The data indicates that the 

unreacted activated carbon has an initial specific surface area, Sg,C,O, of 750 m
2
/g, and a 

 

Figure 3-41: BET surface area results for activated carbon (data from 

[130]).  Sg,C,O = 750 m
2
/g, ψ = 2.7. 
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structural parameter of 2.7 [130].  

 TPD analysis of the activated carbon resulted in the data plots shown in Figure 

3-42 and Figure 3-43 [130].  For the TPD run for reaction 4r, a maximum in the 

measured d[C(CO)]/dt was not reached during the programmed TPD ramp, and so the 

measured value of [C(CO)]o was utilized to perform the fit.  For reaction 2, the peak was 

fully resolved, allowing for a complete fit without this parameter.  Both the data and the 

fit were then integrated to verify that the value of [C(O)]o measured matched the 

prediction of the TPD model.  This process resulted in kinetic values of E2 = 375 kJ/mol, 

σ2 = 28 kJ/mol, E4r = 455 kJ/mol, and σ4r = 53 kJ/mol. 

The remaining kinetic parameters were found by fitting the data results for a set of 

experiments similar in nature to those listed in Table 3-4 run with the activated carbon.  

The results of these fits for the three temperatures studied are shown in Figure 3-44, 

Figure 3-45, and Figure 3-46.  The full list of Arrhenius parameters, along with the TPD 

and BET results for the activated carbon, are enumerated in Table 3-10. 

 

Figure 3-42: TPD data and fit for 

activated carbon, reaction 2 (data from 

[130]).  E2 = 375 kJ/mol, σ2 = 28 kJ/mol. 

 

Figure 3-43: TPD data and fit for 

activated carbon, reaction 4r (data from 

[130]).  E4r = 455 kJ/mol, σ4r = 53 

kJ/mol. 
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Table 3-10: Average size, specific surface area, and Boudouard kinetic 

parameters for activated carbon [130].  Units for Ai are consistent with a 

reaction rate in [mol/m
2
s]. 

Parameter Value 

dchar Mean particle size 71.2 μm 

Sg,C,O Initial specific surface area 750 m
2
/g 

ψ Char structural parameter  2.7 

Reaction Ai Ei [kJ/mol] σi [kJ/mol] 

1f: Cf + CO2 → C(O) + CO 5 x 10
3
 185 - 

1r: C(O) + CO → Cf + CO2 1.08 x 10
2
 89.7 - 

2:  Cb + C(O) → CO + Cf 1 x 10
13

 375 28 

3:  Cb + C(O) + CO2 → 2 CO + C(O) 1 x 10
-4

 58 - 

4f: Cf + CO → C(CO) 8.9 x 10
-1

 148 - 

4r: C(CO) → Cf + CO 1 x 10
13

 455 53 

5:  CO + C(CO) → CO2 + 2 Cf 1.01 x 10
7
 262 - 

 

Figure 3-44: TGA results for activated 

carbon on CO/CO2 mixtures (data from 

[130]).  Prediction based on fitted 

Arrhenius parameters is shown (dashed). 

 

Figure 3-45: TGA results for activated 

carbon on CO2/N2 mixtures at 1173 K 

(data from [130]).  Prediction based on 

fitted Arrhenius parameters is shown 

(dashed). 
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Figure 3-46: TGA results for activated carbon in CO2 (data from [130]).  Prediction 

based on fitted Arrhenius parameters is shown (dashed). 

3.3. The Packed Bed Convection and Diffusion Module 

Besides the Boudouard reactions in the anode fuel bed, the mass transport of 

gases through the packed fuel bed is also an important parameter in predicting CFC 

operation.  The CO and CO2 in the bed will move throughout the system through both 

convection and diffusion processes; modeling both is necessary to fully explain the 

carbon fuel bed gas phase makeup. This module is based on a model proposed and 

validated by A. C. Lee in his doctoral dissertation [130].  It utilizes a finite element 

technique, implemented in the commercial software COMSOL and MATLAB, to solve 

the module equations as a function of radius and height in a two-dimensional 

axisymmetric domain, resulting in an output field that has localized gas concentration and 

velocity values for all points within the modeled domain. 

To calculate the full gas phase dynamics, the packed bed convection and diffusion 
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module is split into two coupled subroutines: one that calculates the gas phase convective 

velocities throughout the bed based on the mixed gas phase properties, and one that 

calculates the diffusion of the various gas species throughout the bed. 

3.3.1. Convection: Governing Equations and Coupling Parameters 

To calculate the velocity and pressure field within a porous bed of particles, 

Darcy’s law is utilized.  Darcy’s law is a phenomenologically derived constitutive 

equation that relates the velocity field in the packed bed,    , to the pressure field 

throughout the bed, P, through the gas phase dynamic viscosity,  , and the effective bed 

permeability,     .  The relation is written in vector notation as  

     
    

 
    (3.52) 

The effective bed permeability is calculated based on the Blake-Kozeny equation [141], 

which was developed to predict the permeability of packed beds based on the particle size 

and bed porosity:  

     
  

      
 

             
  (3.53) 

where Dp is the average particle diameter,       is the bed void fraction, and the 150 is a 

constant derived by Blake and Kozeny that accurately predicts the bed effective 

permeability for most beds with porosities in the range of 0.1 to 0.7. 

Darcy’s law can be combined with gas phase mass conservation, including a gas 

source term from the Boudouard reaction, to give a complete set of equations for the 

convective processes in the bed:  

             

    

  
      

     

  
 (3.54) 
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where   is the density of the gas phase and         and      
    are gas phase source 

terms, which are coupling parameters for this module calculated using the Boudouard 

gasification module described in Section 3.2.   

Equations (3.52) and (3.54) cannot be solved, however, without knowing the gas 

phase density   and dynamic viscosity  .  Because the gas phase is a mixture of both CO 

and CO2, and the ratio of the gases is different at every point in the model domain, they 

must be calculated directly from the known properties of the pure components.  

Calculating the mixed gas density is straightforward if an ideal gas assumption is utilized:  

  
 

  
      

 

   

 (3.55) 

where there are n gas species present in the gas phase.  In this module, it is assumed that 

only CO and CO2 are present in the gas phase (        
  ). 

Determining the dynamic viscosity of the mixed gas phase is more complex than 

the density, primarily because the viscosity cannot be found through a simple weighted 

average of the two gases.  Instead, a mixing law for gases based on molecular collision 

theory must be utilized, and this theory, based on the Chapman-Enskog theory of gases, 

is written as  

   
    

      
 
   

 

   

 (3.56) 

where    is the dynamic viscosity of pure species   [141].  This term can be calculated 

using Chapman-Enskog theory by utilizing the Lennard-Jones potential: 

   
 

  

             

   
   

 
(3.57) 
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where kB is the Boltzmann constant, Na is Avogadro’s number,    is the molecular 

collision diameter of species   (listed for common species in Table 3-11), and    is a 

dimensionless quantity known as the collision integral of viscosity.  This term describes 

the deviation from rigid-sphere behavior for a particular gas and can be calculated from 

curve fits to solution integrals [142]:  

   
       

    
        

       

            
 

       

            
 (3.58) 

where      is a dimensionless temperature parameter defined as            , where    

is the characteristic energy for species  .  Values of    for common species, tabulated as 

       are listed in Table 3-11. 

 The last remaining parameter to calculate in order to determine the gas phase 

dynamic viscosity is the term     from Equation (3.56).  This term is a dimensionless 

parameter that links the gas phase molecular weights and viscosities [141]: 

    
 

  
   

   

   

 

 
 
 

    
  

  
 

 
 

 
   

   

 

 
 

 

 

 (3.59) 

Taken together, Equations (3.56) through Equation (3.59) have been shown to reproduce 

the measured viscosity of many different gas mixtures within an average deviation of 2% 

[141].  These equations allow for the highly nonlinear mixing behavior of some gases to 

Table 3-11: Lennard-Jones parameters for common gases [141]. 

Substance σ [nm] ε / kB [K] 

H2 0.2915 38.0 

N2 0.3667 99.8 

O2 0.3433 113 

CO 0.3590 110 

CO2 0.3996 190 

H2O 0.3016 15.32 
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be calculated, particularly mixtures involving light and heavy gas constituents.   

At the gas boundary with the anode surface, a boundary condition must be 

specified that accounts for the flux of mass into the system through the chemical reaction 

occurring at the electrode.  This boundary condition is represented as a Stefan flow, and 

is derived by utilizing the current density of the fuel cell i as a coupling parameter.  The 

oxygen ion flux into the system is related to i by a factor of 1/(2F), where F is Faraday’s 

constant, and using this relation in an equation for the Stefan flow yields 

     
 

  
  

     
     

 
    (3.60) 

where    is the inward facing normal unit vector from the anode surface.  

3.3.2. Diffusion: Governing Equations and Coupling Parameters 

As the gases in the bed are flow around the domain, the velocities of each specific 

gas component are not necessarily the same, as diffusion processes will result in gases 

flowing from areas of high concentration to areas of low concentration.  As a result, the 

diffusion of gases is important, and must be calculated in order to determine a 

concentration field for each constituent gas throughout the module domain.  The 

concentration field is determined through the species conservation equation for each 

gaseous component: 

                         (3.61) 

where      is the effective diffusivity in the packed bed, Cj is the concentration of 

species j, and     is a molar based reaction source term, with units of mol/m
3
s.  For a gas 

phase comprised of n species, Equation (3.61) must be solved n-1 times.  The 

concentration field of the last gas is then found by subtracting all the other species 

concentration fields from the known total concentration field, calculated based on the 
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pressure field P (        ). 

For this module, the gas phase is assumed to be made up exclusively of CO and 

CO2, and as a result only one species equation must be solved, and it is CO that is 

considered in this module.  For CO, the species conservation equation becomes 

           

     

 
                 

    

  
 (3.62) 

where   is the bed tortuosity and        
 is the binary diffusivity of CO and CO2.  This 

term is calculated through Chapman-Enskog kinetic theory and an ideal gas assumption 

as  

     
 

  
 

      

 
 

 

   

 
 

   

 
 

      
      

 (3.63) 

where     is the pair collision diameter, defined as the average of the collision diameters 

of each species:               , and       is the collision integral for diffusion 

[141].  The collision integral, similar to the collision integral of viscosity, is found 

through a published correlation that has the form [142]: 

      
       

     
        

       

             
 

       

             
 

       

             
 (3.64) 

where       is a dimensionless temperature parameter, defined as               where 

    is the characteristic energy for the pair of species   and  .  This energy can be 

calculated from the characteristic energy of each pure species using the geometric mean: 

          (3.65) 

The Lennard-Jones potential parameters    and    can be found for any pure species  , 
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and Table 3-11 lists these parameters for a set of common gases. 

Similar to the convection subroutine, the diffusion subroutine must account for 

the flux of gases entering and exiting the system at the anode.  A boundary condition 

based on the local current density i is used to do this.  The inward surface flux of CO at 

the boundary, in the units of mol/m
2
s, can be directly written as  

     

  
 
       

   
 

  
  (3.66) 

One practical issue with solving Equations (3.62) through (3.66) numerically is 

that the equations can be solved for any value of [CO], however, only non-negative 

values of [CO] are physically relevant.  Negative concentrations may occur in valid 

mathematical solutions, but these solutions have no basis in the physical world.  Negative 

values can arise when the finite elements used in the model are too large to adequately 

resolve the physics within each element.  Refining the mesh continuously, however, can 

result in considerable computational work that can quickly multiply the time it takes for 

the computer to find a solution.  As a result, it is useful to constrain the numerical domain 

to the non-negative space, in order to avoid solutions or solution steps producing non-

physical results.  This allows the model to converge on a valid solution with a coarser 

mesh, requiring less computational work.   

In order to enforce this constraint, the diffusion subroutine makes use of a 

coordinate transformation.  Instead of solving directly for the concentration field of CO, 

[CO], the module solves for the natural logarithm of the CO concentration, CO*.  To 

utilize this coordinate transformation, the following conversion rules are employed:  

              
 

           (3.67) 

                              (3.68) 
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Substituting Equation (3.68) into Equation (3.62) yields the relation 

           

     

 
                       

    

  
 (3.69) 

In the Comsol interface, this transformation can be realized by multiplying the 

diffusion input parameter by     , and also multiplying the input velocity vector     by 

    .  Equation (3.69) can thus be solved for the term CO*, which is then transformed 

back into [CO] through Equation (3.67).  The concentration field of CO2, as well as the 

molar fraction of each constituent in the gas phase, can then be readily calculated from 

these results using an ideal gas assumption as: 

      
 

  
      (3.70) 

        
  

 
 (3.71) 

    
            

  

 
 (3.72) 

3.3.3. Module Parameter Summary 

Together, the equations, inputs, outputs, and constant parameters described in 

Sections 3.3.1 and 3.3.2 fully define the packed bed convection and diffusion module.  

The constant parameter inputs, excluding common parameters such as the universal gas 

constant, are enumerated in Table 3-12, while the coupled input and outputs are listed in 

Table 3-13.  Figure 3-1 illustrates the module with the coupled parameters shown visually 

as input and output arrows from the module block.   
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Table 3-12: Constant input parameters of the packed bed convection and 

diffusion module. 

Symbol Description Units 

      Void fraction (porosity) of bed  

  Tortuosity of bed  

  / kB Characteristic energy for CO, CO2 over the 

Boltzmann constant (see Table 3-11) 

K 

σ Collision diameter for CO, CO2 (see Table 3-11) nm 

Dp Average fuel particle diameter μm 

Table 3-13: Coupled parameters of the packed bed convection and 

diffusion module. 

Input Description Units 

dnCO/dt Molar rate of CO production per unit volume moles/m
3
s 

dnCO2/dt Molar rate of CO2 production per unit volume moles/m
3
s 

i Current density mA/cm
2
 

T Temperature field K 

Output Description Units 

[CO] Molar concentration field of CO moles/m
3
 

[CO2] Molar concentration field of CO2 moles/m
3
 

P Pressure field in gas phase Pa 

     Velocity field m/s 

 
Figure 3-47: Flowchart diagram of the packed bed convection and 

diffusion module showing the coupled inputs and outputs. 
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3.4. The Packed Bed Heat Transfer Module  

The final important physical phenomenon occurring in the carbon fuel bed that 

must be taken into account for an accurate model is the heat transfer throughout the bed.  

As the gases move around the bed, as reactions occur in the bed and at the electrode 

surfaces, heat sources and sinks will require thermal energy to be transferred from one 

point to another, and the effectiveness of this heat transfer will determine how the 

temperature field throughout the bed, and therefore the bed kinetic behavior.  Like the 

other bed modules, this module utilizes a finite element technique, implemented in the 

commercial software COMSOL and MATLAB, to solve the module equations as a 

function of radius and height in a two-dimensional axisymmetric domain, resulting in an 

output temperature field that has localized values for all points within the modeled 

domain. 

3.4.1. Governing Equations and Coupling Parameters 

Within the particle bed, the primary modes of heat transfer are convection via the 

flowing gas, conduction through the gas, conduction through the solid particles in the 

bed, and finally radiation between particles within the bed.  In order to accurately 

describe the heat transfer throughout the system, all modes of transfer are included in the 

model. 

To do this, gas phase conduction, solid phase conduction, and radiation between 

voids and surfaces are all considered through a single lumped parameter.  This parameter, 

    , is an effective thermal conductivity for the system which accounts for these three 

modes of heat transfer.  A modified form of Fourier’s law of conduction can therefore be 

produced that incorporates this effective conductivity, as well as a term accounting for 

the convective heat transfer by the gas:  
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                                 (3.73) 

where Cp is the heat capacity of the gas phase.  The gas phase density,  , can be directly 

calculated from coupled input parameters using Equation (3.55).  The gas phase velocity, 

   , is also an input coupling parameter, as is the heat generation per unit volume 

          , which is a term calculated in units of W/m
3
 by the Boudouard gasification 

module, and corresponds directly with the heat required throughout the bed to perform 

the Boudouard reaction. 

To calculate the gas phase heat capacity Cp, a simple weighted average of the heat 

capacities of each pure gas phase constituent is used: 

      

     

   

 

   

 (3.74) 

where    is the molar fraction of gas species   and       is the molar heat capacity of 

species  , computed from published NIST data for CO and CO2 based on the local 

temperature T.   

The remaining parameter to calculate in order to solve Equation (3.73) is the 

effective thermal conductivity of the packed particle bed,     .  To find a relation for 

     as a function of the bulk solid fuel thermal conductivity, the gas phase thermal 

conductivity, and the solid particle emissivity, a theory originally derived by Kunii and 

Smith for use in predicting the heat transfer through porous rock formations is utilized 

[143].  This theory, developed and validated on sand and glass beads with particle sizes 

similar to those found in the carbon fuel bed, utilizes a simple model to develop an 

expression for     .  In this development, a packed bed of rigid spheres of constant size 

is assumed, and the heat transfer in the vertical direction in Figure 3-48 is assumed to 

occur through the following mechanisms: 
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1. Conductive heat transfer through the fluid in void spaces 

2. Radiative heat transfer between adjacent void spaces 

3. Conductive heat transfer between particles via stagnant fluid near the 

contact surface 

4. Radiative heat transfer between solid particle surfaces 

5. Conductive heat transfer through the solid particle 

Heat transfer between two adjacent particles by conduction through the point of 

contact is neglected in this model, as the contact area is assumed to be very small and its 

impact is therefore insignificant except at very high bed packing pressures.  Furthermore, 

the radiative heat transfer is assumed to have a linearized behavior, with a governing 

equation for the heat transfer q defined as        for some radiative heat transfer 

coefficient hr. 

All of these different transfer modes can written out in their full elementary forms 

and then combined into a single expression by considering which transfer mechanisms 

happen in series and which happen in parallel.  This process is discussed in detail in a 

series of papers by Kunii and Smith [143,144].  When completed, a single expression for 

 

Figure 3-48: Illustration of the five heat transfer modes considered in the 

lumped effective bed conductivity. 
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the effective conductivity of a packed bed is produced: 

                          
          

 
  

         
  

 
 
  

 
(3.75) 

where kg is the thermal conductivity of the gas phase, ks is the thermal conductivity of the 

bulk solid,   is a non-dimensional constant defined as the ratio of the effective distance 

between the center of two particles in the bed to the diameter of the particles,   is a non-

dimensional constant defined as the ratio of the effective length for conductive heat 

transfer in the solid phase to the particle diameter,   is a non-dimensional constant 

defined as the effective thickness of the stagnant fluid film next to each particle divided 

by the particle diameter, hr,s is the radiative heat transfer coefficient between two solid 

surfaces, and hr,g is the radiative heat transfer coefficient between two void spaces.  In 

Equation (3.75), the first term corresponds to radiative heat transfer between void spaces, 

the second term corresponds to gas phase conduction, and the third term corresponds to 

the various heat transfer processes that include the solid, including conduction in the 

stagnant gas film near the particle surface (first term in the brackets in the denominator), 

radiation between solid surfaces (second term in the brackets in the denominator), and 

finally conduction in the solid itself (last term in the denominator).   

In order to utilize Equation (3.75), each term in the equation must be calculated.  

The gas phase thermal conductivity, much like the gas phase viscosity defined in the 

packed bed convection and diffusion module described in Section 3.3, is a non-linear 

combination of the thermal conductivities of the gas constituent species, and its 

derivation in analogous: 

    
    

      
 
   

 

   

 (3.76) 
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where    is the thermal conductivity of species  .  The     term in this equation has the 

same functional form as Equation (3.59), the parameter used in predicting mixture 

viscosities [141].  It is repeated here for reference: 

    
 

  
   

   

   

 

 
 
 

    
  

  
 

 
 

 
   

   

 

 
 

 

 

 (3.77) 

The values of the pure gas phase component viscosities are calculated in the identical 

manner to that described in the packed bed convection and diffusion module, and 

therefore Equations (3.57) and (3.58), along with the Lennard-Jones parameters listed in 

Table 3-11, are utilized in this module as well to calculate the gas constituent viscosity 

values. 

The thermal conductivity of the pure gas components can be derived in a method 

similar to the viscosities through Chapman-Enskog theory, and doing so results in an 

expression for    that has a functional form parallel to that found for the viscosity in 

Equation (3.57).  As a result, the thermal conductivity can be written as a function of the 

viscosity, greatly simplifying its functional form.  When this is done, the so-called 

Eucken formula, which is valid for both monatomic and polyatomic gases, results [141]: 

          
 

 
  

  

   

 (3.78) 

To find the thermal conductivity of the bulk solid, a relation developed by 

Atkinson and Merrick, which is capable of accurately predicting the bulk thermal 

conductivity of amorphous carbonaceous solids based on their composition and the 

system temperature [145].  By analyzing a wide body of previous work, Atkinson and 

Merrick were able to determine that the thermal conductivity of these solids is 

independently determined by the temperature and composition, and that the composition 

dependency was predictable based on the true density of the daf (dry, ash-free) material, 
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  .  A fit to the literature data produced the following relation for    in the units of 

W/mK: 

    
  

    
 

 
 
   (3.79) 

The non-dimensional term  , which is defined as the effective distance between 

the center of two particles in the bed divided by the diameter of the particles, is 

dependent on the packing in the bed.  For a loosely packed bed,   will be 1.  However, 

for a densely packed bed, particle centers will on average be closer together.  For a 

densely packed bed, where lines between the centers of four neighboring particles draws 

a regular tetrahedron,   can be found by averaging the length of the tetrahedron side, the 

height of the tretrahedron, and the height of a face on the tetrahedron, and dividing by the 

diameter of a particle [143]: 

  
 

   
 
  

 
      

  

 
           (3.80) 

In a real bed, the value of   will fall somewhere between these two boundaries, and a 

value of 0.9, recommended by Kunii and Smith as a reliable value for gravity packed 

beds, is used in this study.   

The non-dimensional term  , which is defined as the effective length for 

conductive heat transfer in the solid phase divided by the particle diameter, can be found 

if it is assumed that the effective conduction length in the solid is equal to the length of a 

cylinder having the same diameter and volume as a spherical particle [143].  This 

assumption results in the following expression and value for  : 

  
 

  
 

 
   

 

 
   

 
  

 

 
 (3.81) 
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The last non-dimensional term,  , defined as the effective thickness of the 

stagnant fluid film next to each particle divided by 

the particle diameter, is not as easy to calculate due 

to the unknown thickness of the stagnant fluid layer 

near the particle surface.  In order to estimate this 

parameter, Kunii and Smith develop a model for the 

heat transfer near the contact point, assuming a total 

of n contact points per hemisphere.  The interaction 

area for each contact point is swept out by a solid 

angle with an apex angle of 2  , as shown in Figure 

3-49.  This apex angle can be readily related through 

geometry to the fraction of energy as            

[143].  Furthermore, an assumption is made that for 

each contact point, conduction occurs exclusively 

along the centerline between the two particles, and therefore only conduction occurring in 

this same direction on nearby contact points is considered.  With this model, Kunii and 

Smith are able to derive a relation describing the total heat flux through a particle due to 

this heat transfer mode, and by using the definition of the constant  , this relation can be 

rearranged to find an expression for the constant: 

  
 

 

   
  

  
 

 
 
 

   
  

  
  

  

  
      

 
      

  

  
       

 
  

 
 

 

  

  
 (3.82) 

To calculate the parameter, the value of n must be known, however this value will 

be dependent upon the packing structure of the bed itself.  Because this value is not a 

normally known value for a particular bed, Equation (3.82) is recast as a function of a 

known bed parameter: the void fraction      .  To do this, Kunii and Smith first solve 

Equation (3.82) for two limiting cases: loose packing (identified with the subscript l), 

 

Figure 3-49: Illustration of 

the solid angle defining the 

stagnant fluid boundary layer 

heat conduction interaction 

zone between two 

neighboring particles. 
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corresponding to the centers of particles sitting on the vertices in a cubic grid, and a 

dense packing structure (identified with the subscript d) where the vertices of four 

neighboring particles forms a regular tetrahedron.  For these two cases, n and       can 

be calculated directly from geometric considerations, keeping in mind that the number of 

contact points is corrected by the portion of a contact point solid angle normal to the 

direction of heat flow (for example, if a contact angle is 45° from the contact point of 

consideration, it will count as      contact points, as only this portion of the contact area 

is normal to the direction of heat flow).  Table 3-14 lists the values of n and       for the 

two situations, which can be used to evaluate Equation (3.82) for these two limiting 

cases, producing values for    and   . 

Since the value of   is proportional to the thermal resistance of the bed, its correct 

value can be found through an additive function of    and    [143].  This function is 

calculated using the bed void fractions as the term that correlates the value of   based on 

the loose and dense packing values: 

    

             

               
   

             

               
 (3.83) 

The values from Table 3-14 can be used to find    and   , which can be utilized in 

Equation (3.83) along with the void fraction values from Table 3-14 to calculate a value 

of   for a given void fraction      . 

The remaining two terms to define in order to fully calculate      through 

Table 3-14:Values for void fraction       and contact point density n for 

loose and dense packing structures [143]. 

Packing Void Fraction Contact Points 

Loose           
 

 
          

 

 
   

 

   
 

 

  
       

Dense           
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evaluation of Equation (3.75) are the radiative heat transfer coefficients hr,s and hr,g.  

These terms can be calculated based on the research of Yagi and Kunii, who used a 

model of particles in a bed to derive the transfer coefficients between solid particles (hr,s) 

and between neighboring void spaces (hr,g).  The derivation of these terms is discussed in 

detail in a 1957 paper by Yagi and Kunii [146], and they can be expressed in units of 

W/m
2
K as 

           
 

   
 

 

   
 

 

 (3.84) 

           
 

  
     

          
   

 

 
 

   
 

 

 (3.85) 

where   is the emissivity of the char particle surface.  For carbon-based chars, published 

values of particle emissivity ranges from approximately 0.8 to 0.93, depending upon the 

source [147,148], and for this study a value of 0.85 is assumed.  Because the spaces 

between particles and voids are very small, the effect of gas phase scattering or 

absorption can be neglected, and the gas medium is assumed to be non-participating. 

To fully define the model, the boundary conditions at each surface must be 

defined.  At the gas boundary with the anode surface, the boundary condition must 

account for the heat flux into the system through the chemical reaction occurring at the 

electrode,       , as well as the heat flux from heat conduction through the fuel cell 

itself.  The conduction through the fuel cell is calculated in the electrochemistry module 

described in Section 3.7, and is therefore taken as a coupling parameter in this module, 

with the symbol qYSZ used, where a positive value of qYSZ signifies heat loss from the 

anode domain.  The heat release from the half reaction at the anode surface, described in 

Equation (2.15), is directly calculated in the module from the local current density i as 
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          (3.86) 

where         is the heat released per mole of CO consumed at the anode.  Because 

        is a function of the local temperature, it is calculated directly from the input 

temperature field from NIST-JANAF data as: 

               

        
         

   (3.87) 

Along exterior surfaces, an insulating boundary condition can be used, such that 

the gradient in temperature normal to the wall is zero at the boundary.  Alternatively, a 

boundary condition that assumes a well-insulated wall, with the environment on the other 

side, can be utilized.  In this scenario, the boundary condition takes the form 

                    (3.88) 

where hwall is a heat transfer coefficient corresponding to the heat transfer through the 

wall, and is a low number for a thick, well-insulated boundary.  If a normal insulator is 

used with a thermal conductivity of 0.03 W/mK, a 25 cm thick layer of this insulation 

would result in a value for hwall of 0.12 W/m
2
K.  This is the value used in this module. 

3.4.2. Module Parameter Summary 

Together, the equations, inputs, outputs, and constant parameters described in 

Section 3.4.1 fully define the packed bed heat transfer module.  The constant parameter 

inputs, are enumerated in Table 3-15, while the coupled parameters listed in Table 3-16. 

Figure 3-50 illustrates the module with the coupled parameters shown visually as input 

and output arrows from the module block.   
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Table 3-15: Constant input parameters of the packed bed heat transfer 

module. 

Symbol Description Units 

      Void fraction (porosity) of bed  

  Char particle emissivity (0.85 used)  

   True density of daf char kg/m
3
 

Dp Average fuel particle diameter μm 

      heat transfer coefficient corresponding to the 

heat transfer through the wall (0.12 is used) 

W/m
2
K 

Table 3-16: Coupled parameters of the packed bed heat transfer module. 

Input Description Units 

qYSZ Heat conducted through fuel cell electrolyte W/m
2
 

           Heat production per unit volume W/m
3
 

[CO] Molar concentration field of CO moles/m
3
 

[CO2] Molar concentration field of CO2 moles/m
3
 

P Pressure field in gas phase Pa 

i Current density mA/cm
2
 

    Velocity field m/s 

Output Description Units 

T Temperature field K 

 
Figure 3-50: Flowchart diagram of the packed bed heat transfer module 

showing the coupled inputs and outputs. 
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3.5. The Laminar Gas Convection and Diffusion Module  

The transport processes of gases outside of the fuel bed in the freeboard region of 

the anode chamber, and throughout the cathode chamber, are modeled in the laminar gas 

convection and diffusion module.  By solving a set of coupled equations, the full velocity 

field, pressure field, and species concentration fields can be calculated, which are all 

important parameters for predicting CFC operation.  The module utilizes a finite element 

technique, implemented in the commercial software COMSOL and MATLAB, to solve 

the equations as a function of radius and height in a 2 dimensional axisymmetric domain. 

To calculate the full gas phase dynamics, the laminar gas convection and 

diffusion module is split into two coupled subroutines: one that calculates the gas phase 

convective velocities based on the mixed gas phase properties, and one that calculates the 

diffusion of the various gas species throughout the system. 

3.5.1. Convection: Governing Equations and Coupling Parameters 

To calculate the velocity and pressure field within an open gaseous space, the 

Navier-Stokes equation is utilized.  The Navier-Stokes equation is derived by applying 

Newton’s second law (force=mass*acceleration) to a fluid through the principal of 

momentum conservation.  The relation is written in vector notation as  

  
    

  
                      (3.89) 

The left side of the Navier-Stokes equation contains the acceleration terms from 

Newton’s second law.  The first term in the parenthesis corresponds to time-dependent 

acceleration of the fluid itself, while the second term represents convective fluid 

acceleration, which is a time-independent acceleration of a fluid with respect to space.  

The right side of the Navier-Stokes equation represents body forces acting on the fluid in 

motion.  The first term is associated with pressure effects on the fluid, while the second 



 

  

Chapter 3.5 – page 141 

term represents shearing forces on the fluid resulting from fluid viscosity.  A third term, 

omitted here, is sometimes added to represent other body forces, such as gravity, but in 

the simulations performed in this dissertation all these other body forces are insignificant 

and therefore neglected. 

To fully solve the Navier-Stokes equation, it is necessary to pair it with a relation 

of mass conservation, written in vector form as  

  

  
             (3.90) 

Because no chemical reactions are occurring within the volume of the freeboard region or 

cathode chamber, no source term needs to be included in the mass conservation equation.  

The gas phase properties are calculated for the mixed gas phase in a manner 

identical to that described for the packed bed convection and diffusion module in Section 

3.3.1.  The primary relations are repeated here for reference, however a fuller discussion 

of their derivation and source is included in Section 3.3.1.  To calculate the gas phase 

density, an ideal gas assumption can be used to derive the following relation: 

  
 

  
      

 

   

 (3.91) 

When this module is used in the anode freeboard region, it is assumed that only CO and 

CO2 are present in the gas phase (        
  ).  When this module is utilized in the 

cathode chamber of an ACFC, it is assumed that only N2 and O2 are present in the gas 

phase (   
    

  ).  Finally, when this module is utilized in the cathode chamber of a 

SCFC, it is assumed that only H2O and H2 are present in the gas phase (        
  ).   

Determining the dynamic viscosity of the mixed gas phase is done through an 

application of the Chapman-Enskog theory of gases.  The resulting relation is  
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 (3.92) 

where    is the dynamic viscosity of pure species  , and is determined from the 

following relation 

   
 

  

             

   
   

 
(3.93) 

The functional form of the collision integral of viscosity    is described in Equation 

(3.58), the functional form of parameter     is described in Equation (3.59), and the 

Lennard-Jones parameters necessary to evaluate these equations are listed in Table 3-11. 

When used in the freeboard region of the anode chamber, if the freeboard section 

is in contact with the anode surface, a boundary condition must be specified that accounts 

for the flux of mass into the system through the chemical reaction occurring at the anode.  

This boundary condition is represented as a Stefan flow, and is derived by utilizing the 

current density of the fuel cell i as a coupling parameter.  The oxygen ion flux into the 

system is related to i by a factor of 1/(2F), where F is Faraday’s constant, and using this 

relation in an equation for the Stefan flow yields 

     
 

  
  

     
     

 
    (3.94) 

where    is the inward facing normal unit vector from the anode surface.  

Similarly, when the module is used within the cathode chamber of a CFC cell, a 

boundary condition accounting for the mass transfer into the chamber must be included.  

The Stefan flow velocity for the module utilized in an ACFC cathode is 
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    (3.95) 

while the Stefan boundary condition for this module when utilized in the cathode of a 

steam-carbon fuel cell is 

     
 

  
  

    
      

 
    (3.96) 

In addition, when this module is used in the cathode, an inlet volumetric flow rate of gas, 

    , must be provided.  This flow rate results in another boundary condition: 

       
 

       

        (3.97) 

3.5.2. Diffusion: Governing Equations and Coupling Parameters 

As the gases flow around the modeled domain, the velocities of each specific gas 

component are not necessarily the same, as diffusion processes will result in gases 

flowing from areas of high concentration to areas of low concentration.  As a result, the 

diffusion of gases is important, and must be calculated in order to determine a 

concentration field for each constituent gas throughout the module domain.  The 

concentration field is determined through the species conservation equation for each 

gaseous component: 

                       (3.98) 

where      is the effective diffusivity in the domain and Cj is the concentration of 

species j.  No source term needs to be included as no chemical reactions occur in the 

volume of the cathode chamber or anode freeboard region.  For a gas phase comprised of 

n species, Equation (3.98) must be solved n-1 times.  The concentration field of the last 
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gas is then found by subtracting all the other species concentration fields from the known 

total concentration field, calculated based on the pressure field P (        ). 

For this module, the gas phase is assumed to be made up exclusively of two gas 

constituents: CO and CO2 when utilized in the anode freeboard, H2 and H2O when 

utilized in the cathode chamber of a SCFC, and N2 and O2 when utilized in the cathode 

chamber of an ACFC.  As a result, only one species equation must be solved, and it is 

either for CO, O2, or H2, depending on the application of the module.  For these three 

applications, the species conservation equation becomes 

           
                   (3.99) 

                              (3.100) 

          
                   (3.101) 

The binary diffusivity of two gases      necessary to solve these equations is calculated 

through Chapman-Enskog kinetic theory and an ideal gas assumption as  

     
 

  
 

      

 
 

 

   

 
 

   

 
 

      
      

 (3.102) 

This relation is identical to the one described previously in the packed bed convection 

and diffusion module in Section 3.3.2.  The functional form of the collision integral for 

diffusion       is therefore the same as the one described in Equation (3.64), and the 

Lennard-Jones potential parameters from Table 3-11 can be used to calculate the required 

mixture parameters through the relations described in Section 3.3.2. 

Similar to the convection subroutine, the diffusion subroutine must account for 

the flux of gases entering and exiting the system at the electrode surfaces.  A boundary 

condition based on the local current density i is used to do this.  When the module is 
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utilized in the freeboard region of the anode chamber, the inward surface flux of CO at 

any anode surface that contacts the freeboard region can be directly written in units of 

mol/m
2
s as  

     

  
 
       

   
 

  
  (3.103) 

Similarly, the fluxes of hydrogen and oxygen into the cathode chamber when the module 

is utilized in the cathode of a SCFC and ACFC are respectively 

 
    

  
 
         

   
 

  
  (3.104) 

 
    

  
 
         

  
 

  
  (3.105) 

In addition, when this module is used in the cathode, an inlet flow rate of gas must be 

provided.  This flow rate results in another boundary condition: 

 
    

  
 
       

                 

     

  
 (3.106) 

where air is assumed as the inlet fluid.  Because the inlet fluid for a SCFC cathode is pure 

steam, there is no molar flux of hydrogen across the inlet boundary, and so the boundary 

condition only appears in the convection subroutine. 

These boundary conditions fully define the diffusion subroutine.  However, just as 

in the diffusion subroutine of the packed bed convection and diffusion module described 

in Section 3.3.2, a practical issue with solving Equation (3.99) is the possibility of finding 

numerically valid answers that have no physical analog, primarily negative 

concentrations.  To avoid this issue, the same coordinate transformation described in 
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Section 3.3.2 is utilized in this module:  

             
 

          (3.107) 

                          (3.108) 

Performing this transformation on Equation (3.99) yields the relation 

                                     (3.109) 

This equation can then be safely solved without worry of physically invalid 

solutions.  After solving Equation (3.109), the concentration field of the second gas 

species can be readily calculated from the results using an ideal gas assumption.  For the 

cathode of an ACFC, the concentration field of [N2] can be written as: 

     
 

  
      (3.110) 

   
     

  

 
 (3.111) 

   
      

     
  

 
 (3.112) 

A similar set of relations can be found for the CO/CO2 pair when this module is used in 

the anode freeboard, as well as the H2O/H2 when this module it utilized in the cathode of 

a SCFC. 

3.5.3. Module Parameter Summary 

Together, the equations, inputs, outputs, and constant parameters described in 

Sections 3.5.1 and 3.5.2 fully define the laminar flow convection and diffusion module.  

The module only requires common constant parameter inputs, such as the universal gas 
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constant, and so no others are enumerated here.  The coupled input and outputs are listed 

in Table 3-17.  Figure 3-51 illustrates the module with the coupled parameters shown 

visually as input and output arrows from the module block.   

Table 3-17: Coupled parameters of the laminar flow convection and 

diffusion module. 

Input Description Units 

i Current density mA/cm
2
 

     Inlet gas volumetric flow at boundary (if 

applicable) 

m
3
/s 

T Temperature field K 

Output Description Units 

[CO] Molar concentration field of CO (when utilized 

in the anode chamber freeboard) 

moles/m
3
 

[CO2] Molar concentration field of CO2 (when utilized 

in the anode chamber freeboard) 

moles/m
3
 

[O2] Molar concentration field of O2 (when utilized 

in cathode chamber of an ACFC) 

moles/m
3
 

[N2] Molar concentration field of N2 (when utilized 

in the cathode chamber of an ACFC) 

moles/m
3
 

[H2O] Molar concentration field of H2O (when utilized 

in the cathode chamber of a SCFC) 

moles/m
3
 

[H2] Molar concentration field of H2 (when utilized 

in the cathode chamber of a SCFC) 

moles/m
3
 

P Pressure field in gas phase Pa 

     Velocity field m/s 

 
Figure 3-51: Flowchart diagram of the laminar flow convection and 

diffusion module showing the coupled inputs and outputs. 
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3.6. The Gas Phase Heat Transfer Module  

In addition to the mass transport through convection and diffusion occurring in 

the anode freeboard region and in the cathode chambers of ACFC and SCFC devices, 

thermal energy in the form of heat is also being transported throughout these domains, 

and understanding and modeling these heat flows is important in understanding and 

predicting device behavior. Like the other bed modules, this module utilizes a finite 

element technique, implemented in the commercial software COMSOL and MATLAB, 

to solve the module equations as a function of radius and height in a two-dimensional 

axisymmetric domain, resulting in an output temperature field that has localized values 

for all points within the modeled domain. 

Within the gaseous spaces, the primary modes of heat transfer are convection via 

the flowing gas, conduction through the gas, and finally radiation between the boundaries 

of the gaseous domain.  In order to accurately describe the heat transfer throughout the 

system, all modes of transfer are included in the model.  To do this, the gas phase heat 

transfer module is split into two subroutines: one that calculates the gas phase convection 

and conduction heat transfer, and one that calculates the radiative flux between the 

boundaries of the module domain.  

3.6.1. Convection and Conduction: Governing Equations and Coupling 

Parameters 

The calculation of the convection and conduction heat transfer processes is 

accomplished through the application of a modified form of Fourier’s law of conduction: 

                      (3.113) 

where Cp is the heat capacity of the gas phase.  The gas phase density,  , can be directly 

calculated from coupled input parameters using Equation (3.55).  The gas phase velocity, 
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   , is also an input coupling parameter. 

To calculate the gas phase heat capacity Cp, the same procedure as that used in the 

packed bed heat transfer module it utilized.  A simple weighted average of the heat 

capacities of each pure gas phase constituent is used: 

      

     

   

 

   

 (3.114) 

where    is the molar fraction of gas species   and       is the molar heat capacity of 

species  , computed from published NIST data for CO and CO2 based on the local 

temperature T.   

The gas phase thermal conductivity is also calculated in the same manner as that 

utilized in the packed bed heat transfer module described in Section 3.4 by utilizing 

Chapman-Enskog theory and the Lennard-Jones potential to find: 

    
    

      
 
   

 

   

 (3.115) 

where    is the thermal conductivity of species  .  The     term in this equation has the 

same functional form as Equation (3.59), the parameter used in predicting mixture 

viscosities [141].  It is repeated here for reference: 

    
 

  
   

   

   

 

 
 
 

    
  

  
 

 
 

 
   

   

 

 
 

 

 

 (3.116) 

The values of the pure gas phase component viscosities are calculated in the identical 

manner to that described in the packed bed convection and diffusion module, and 

therefore Equations (3.57) and (3.58), along with the Lennard-Jones parameters listed in 
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Table 3-11, are utilized in this module as well to calculate the gas constituent viscosity 

values. 

The thermal conductivity of the pure gas components are found using the method 

described in the packed bed heat transfer module in Section 3.4.  The Eucken formula, 

which is valid for both monatomic and polyatomic gases, is utilized, and it is repeated 

here for reference [141]: 

          
 

 
  

  

   

 (3.117) 

To fully define the model, the boundary conditions at each surface must be 

defined.  For the situation where the module is utilized in the freeboard region of the 

anode chamber, the heat flux into the system through the chemical reaction occurring at 

the electrode,       , can be calculated in the same manner as that described in the 

packed bed heat transfer module in Section 3.4: 

        
 

  
         

        
         

    (3.118) 

When this module it utilized in the cathode chamber of an ACFC, a similar analysis for 

the heat generation at the cathode surface can be derived: 

          
 

  
          

        

    (3.119) 

Similarly, the cathode surface heat generation for the situation where the module is 

utilized in the cathode of a SCFC is:  

          
 

  
         

        

         
    (3.120) 

In addition to these fluxes, the heat flux from conduction through the fuel cell 

itself must also be included.  The conduction through the fuel cell is calculated in the 
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electrochemistry module described in Section 3.7, and is therefore taken as a coupling 

parameter in this module, with the symbol qYSZ used (a positive value of qYSZ signifies 

heat transfer from the anode to the cathode, and its sign must be adjusted for this module 

accordingly depending on whether it is used in the anode freeboard or cathode chamber). 

In addition, the heat flux along exterior surfaces due to conduction out of the system must 

also be considered.  At these surfaces, the same relations developed in the packed bed 

heat transfer module in Section 3.4 can be utilized.  Two possible boundary conditions 

were described in Section 3.4: an insulating boundary condition, such that the gradient in 

temperature normal to the wall is zero at the boundary, and a well-insulated wall 

boundary condition, where a low thermal conductivity insulation separates the system 

from the environment on the other side.  In this scenario, the boundary condition takes 

the form: 

                    (3.121) 

where the heat transfer coefficient corresponding to the heat transfer through the wall, 

hwall, is taken as 0.12 W/m
2
K.   

Finally, a boundary condition along all the boundaries that accounts for the 

radiative flux between the boundaries is also utilized, and the methodology for 

calculating the radiation boundary condition is described in the next section. 

3.6.2. Radiation: Governing Equations and Coupling Parameters 

To calculate the radiative heat transfer between module domain boundaries, an 

assumption is made that the gases in the chamber do not participate in the radiative heat 

transfer process, which means the gas is assumed to have no emittance, absorbance, or 

scattering effect on any radiation passing through it.  This assumption can be verified by 

investigating the transmittance of each constituent gas (CO2, CO, H2, H2O, N2, O2) at the 

system temperatures near the peak radiation wavelength for a domain size of 10 cm, 
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which is expected to be the largest path-length found in the modeled systems.    

For systems operating between 1073 and 1273 K, Planck’s law can be used to 

determine the peak wavelength at which most radiation is transmitted, and this results in 

an expected range of radiation between 2.7 μm and 2.28 μm (for 1073 K to 1273 K, 

respectively), in the near-infrared radiation band.   

For the polyatomic elemental gases, H2, O2, and N2, the primary absorption bands 

are at higher energies, in the visible and ultraviolet, and so the transmittance of these 

species is essentially unity in the region of interest.  In addition, the absorption bands of 

the species also are very sharp in nature, meaning only a very narrow band of 

wavelengths is absorbed, allowing for most radiation to pass through the gas.  For water 

vapor, carbon dioxide, and carbon monoxide, however, absorbing regions lie near and 

within the wavelength region of interest.   

The transmittance spectrum of these three gases at the 1073, 1173, and 1273 K for 

a path length of 10 cm are shown in Figure 3-52 [149].  The spectra show that the 

transmittance of CO is high for all wavelengths of interest and across all temperatures.  

For CO2, the transmittance drops sharply above 2.65 μm, corresponding to the peak 

radiation wavelength for a system temperature of 1095 K.  This suggests that CO2 would 

absorb much of the radiation energy for a system temperature of 1073 K, and therefore 

the non-participating medium assumption for the anode freeboard will not be valid at this 

temperature.  

Similarly, the spectrum for water suggests that at 1073 K, the H2O has virtually 

no transmittance at the peak wavelength.  At 1173 K, however, the transmittance at the 

peak wavelength of 2.47 μm is 90%, and at 1273 K the transmittance at the peak 

wavelength of 2.28 μm is 99.9%, suggesting that the non-participating medium 

assumption is valid at these temperatures. 
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Consequently, the module will produce erroneous results when utilized in the 

anode freeboard or the cathode of a SCFC at a system temperature below 1100 K.  As a 

result, simulations at these conditions should be run twice, once with the module utilizing 

the radiative heat transfer subroutine, and again without the radiation subroutine, in order 

 

 

 

Figure 3-52: Transmittance spectra for CO (top), CO2 (middle), and H2O 

(bottom) for a path length of 10 cm [149]. 



 

  

Chapter 3.6 – page 154 

to determine the sensitivity of the results to the radiation portion of this module. 

To calculate the radiative fluxes between the various module boundaries, 

assumptions about the optical characteristics of the boundary surfaces must be made.  

The first assumption is that the surfaces are opaque.  This means that it is assumed all 

energy interacting with a surface is either reflected or absorbed at the boundary surface; 

none is transmitted through the surface.  The second assumption is that the surfaces are 

diffuse.  Diffuse surfaces reflect any incident 

radiation equally across all angles.  The next 

assumption is that the surfaces are gray, which means 

that their absorptivity is constant for all wavelengths.  

A further assumption that the absorptivity is 

independent of temperature within the temperature 

regime of interest is also utilized in this module. 

The domain of the module is treated as 

radiation exchange within an enclosure, and the 

calculated fluxes at the wall become boundary 

conditions to the convection and conduction module 

described in the previous section.  For an enclosure 

with n surfaces, each of which is assumed isothermal 

and with uniform radiosity, an energy balance can be 

performed on some surface j (shown in Figure 3-53) 

to determine the boundary flux qj into the surface as a function of the surface temperature 

Tj, the surface area Aj, the radiation density incident on the surface Hj, the radiation 

emitted by the surface Ej, the surface emissivity   , and the surface absorptivity   : 

  

  
              

       (3.122) 

 

Figure 3-53: Energy balance 

on a boundary, showing 

incident radiation (H), 

reflected radiation (H-αH), 

and emitted radiation (E), as 

well as the surface energy 

flux (q). 
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Since the surface is both gray and opaque, the emissivity and absorptivity are equal 

(     ), and furthermore the reflectance,   , is simply equal to        .  Using 

these relations, Equation (3.122) can be rearranged to form a function in terms of the 

surface radiosity Jj, which is defined as the total amount of radiation, emitted and 

reflected, leaving the surface (          ): 

  

  
 

  

    
                     

  

    
         (3.123) 

An alternative expression for qj can be determined if the radiative heat exchange 

between the surface j and the remaining n-1 surfaces is 

examined.  To accomplish this, the interaction between 

any two boundaries j1 and j2 can be considered, as 

shown in Figure 3-54.  The amount of heat transfer 

between the two surfaces is the difference in radiosity 

that reaches each surface from the other.  For surface j1, 

only a portion of the radiosity from the surface will 

reach surface j2.  This fraction of the total radiosity from 

j1 that reaches j2 is known as the view factor from j1 to 

j2, identified by the symbol Fj1,j2.  The value of the view 

factor can be calculated by considering differential areas on each surface, and integrating 

the solid angle between the surfaces:  

       
 

   
  

               

   
        

 

   

 

   

 (3.124) 

where R is the distance of the line connecting the centerpoints of the differential surfaces, 

   is the angle between this centerline and the normal vector from the j1 surface, and    

is the angle between the centerline and the normal vector from the j2 surface.  It should 

be clear from the definition of the view factor that                    , and this 

 

Figure 3-54: Diagram of 

radiative heat transfer 

between two surfaces.  
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relationship is known as reciprocity.  The total amount of energy leaving surface j1 and 

impacting surface j2 is thus 

                    (3.125) 

Similarly, the amount of radiation from surface j2 to j1 is 

                                 (3.126) 

The net energy transfer from surface j1 to j2 can therefore be written as 

                                        (3.127) 

For any surface j, the total interaction with all other surfaces can now be found by 

utilizing Equation (3.127) between surface j and all other surfaces in the system, yielding 

an expression for the total flux from surface j to all other surfaces: 

  

  
             

 

   

 (3.128) 

Because all n surfaces create a complete enclosure, Equation (3.128) accounts for all the 

radiative energy leaving and impacting the surface j, and therefore the flux qj into the 

surface is the same as the flux found when doing an energy balance on the surface in 

Equation (3.123).  By equating the two relations, the following relation is found: 

  

    
                     

 

   

 (3.129) 

This expression expands into n equations, and there are a total of n unknowns (the 

radiosities, Jj), resulting in a linear system of equations that can be solved by using matrix 

inversion for the radiosities J.  The radiosity terms are then plugged into Equation (3.123) 
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to find the heat flux density into each surface element qj. 

Surface elements are defined in the module based upon the finite element nodes 

created by the mesh along the domain boundaries.  The length of a surface between two 

neighboring mesh nodes on a boundary is taken as a single radiative surface j, and the 

temperature on this surface is found by averaging the temperature field T over the 

element.  For open boundaries where gases enter or exit the system, the same procedure 

is followed, however the emissivity of the surface becomes unity, as all incident radiation 

is ‘absorbed’ into the open boundary, and none is reflected.  After all surface elements 

are defined, the view factors between every surface pair is directly calculated from 

Equation (3.124) and the reciprocity relation.  When fully solved, the result of the 

radiation subroutine is a set of boundary condition heat fluxes qj for all elemental 

surfaces n that define a complete set of flux boundary conditions that are utilized by the 

convection and conduction subroutine described in the previous section.  

3.6.3. Module Parameter Summary 

Together, the equations, inputs, outputs, and constant parameters described in 

Section 3.6.1 and 3.6.2 fully define the gas phase heat transfer module.  The constant 

parameter inputs, excluding common parameters such as the universal gas constant, are 

enumerated in Table 3-18, while the coupled input and outputs are listed in Table 3-19. 

Figure 3-55 illustrates the module with the coupled parameters shown visually as input 

and output arrows from the module block.    
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Table 3-18: Constant input parameters of the gas phase heat transfer 

module. 

Symbol Description Units 

   Boundary emissivity for element j (must be 

defined for all n elements) 

 

      heat transfer coefficient corresponding to the 

heat transfer through the wall (0.12 is used) 

W/m
2
K 

Table 3-19: Coupled parameters of the gas phase heat transfer module. 

Input Description Units 

qYSZ Heat conducted through fuel cell electrolyte W/m
2
 

[CO] Molar concentration field of CO (if utilized in 

the anode freeboard) 

moles/m
3
 

[CO2] Molar concentration field of CO2 (if utilized in 

the anode freeboard) 

moles/m
3
 

[N2] Molar concentration field of N2 (if utilized in 

the ACFC cathode chamber) 

moles/m
3
 

[O2] Molar concentration field of O2 (if utilized in 

the ACFC cathode chamber) 

moles/m
3
 

[H2] Molar concentration field of H2 (if utilized in 

the SCFC cathode chamber) 

moles/m
3
 

[H2O] Molar concentration field of H2O (if utilized in 

the SCFC cathode chamber) 

moles/m
3
 

P Pressure field in gas phase Pa 

i Current density mA/cm
2
 

    Velocity field m/s 

Output Description Units 

T Temperature field K 

 
Figure 3-55: Flowchart diagram of the gas phase heat transfer module 

showing the coupled inputs and outputs. 
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3.7. The Electrochemistry Module  

The electrochemistry module provides a bridge between the anode and the 

cathode chambers, each described by the various mass and heat transport modules 

outlined in the previous sections.   To perform this function, the electrochemistry module 

is split into two subroutines, the first of which calculates the mass transport of oxygen 

ions across the fuel cell electrolyte using fundamental electrochemical relations, and the 

second of which calculates the heat transfer across the electrolyte based on a simple 

conduction law.  

The electrochemistry module, unlike the previous modules, is not solved using a 

finite element method.  Instead, the module domain is a one dimensional finite element 

chain, where each node in the chain corresponds with a boundary node on the electrode 

surface from the finite element mesh utilized by the anode and cathode modules.  This 

allows the current density to be solved at each element along the fuel cell length based on 

the local values of the coupling parameters, resulting in a current density distribution with 

localized solution values.  This domain is illustrated in Figure 3-56, with the black 

elements in the red YSZ region making up the 1-D finite element chain, and the 

connections to the nodes of the anode and cathode finite element meshes shown through 

 

Figure 3-56: Illustration of the 1-D finite elements that make up the 

electrochemistry module.  The nodes of the model are tied to the nodes 

from the anode and cathode finite element mesh (grey lines), allowing 

for local values of the coupled parameters to be used to find a solution 

along the electrolyte length. 



 

  

Chapter 3.7 – page 160 

dashed lines. 

3.7.1. Ion Transport: Governing Equations and Coupling Parameters 

To calculate the rate of ion transport through the fuel cell electrolyte, the 

electrochemical reactions occurring in the fuel cell are modeled.  As described in 

Sections 2.2.2 and 2.3.2, there is a thermodynamic driving force, measured as a voltage, 

present across the YSZ electrolyte membrane due to the different chemical potential 

levels of oxygen ions on either side of the electrolyte.  Using thermodynamics, the size of 

this driving force can be computed, in volts, through the Nernst equation.  When this is 

done, the following two expressions, the first for the open circuit voltage of an air-carbon 

fuel cell and the second for the OCV of a steam-carbon fuel cell, result: 

     
       

 

   
 

  

  
    

   

    

   (3.130) 

     
        

         
 

  
 

  

  
    

    
 

   
      

 

  
    (3.131) 

These equations are able to reliably predict the cell voltage only when no current 

is passing through the cell, hence the term open circuit voltage.  If the cell voltage is 

reduced below this value to some value E, however, more relations are needed to fully 

describe the cell.  At this voltage E, the electric potential will be unable to fully offset the 

chemical potential of the oxygen ions, and as a result ions will begin to flow from the 

side with a higher electrochemical potential to the side with a lower potential (the cathode 

to the anode).  This process has inherent loss mechanisms, and as the ions travel, the 

electrochemical potential of the ion falls.  The steady state current that results is therefore 

the current where the size of these loss mechanisms, measured in volts, equals the 

difference between the cell open circuit voltage calculated through Equation (3.130) or 

(3.131), depending on the cell type, and the actual cell operating voltage (E=EOCV-Eloss).  

To find the cell current density, and therefore the cell ion flux, these loss mechanisms 
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must be understood and modeled. 

The rate of ion transport through the fuel cell electrolyte is expressed in the form 

of a current density distribution, i.  The current density is defined in the conventional 

way, with the positive direction of flow defined as following a positive charge, or said 

another way, positive current describes charge flow in the opposite direction of electron 

flow, and in the opposite direction of oxygen ion flow.  Because the oxygen ions that are 

transported across the YSZ electrolyte of SOFCs carry a -2 charge, the current density is 

equivalent to twice the ion flux, expressed in the opposite direction.  Despite this, the 

conventional definition is useful, as it is standard across the electrochemistry literature 

and allows easy calculation of electrical power from the cell voltage. 

For fuel cells of virtually any type, there are three primary loss mechanisms 

encountered as current flows through the cell.  In a solid oxide fuel cell, one loss 

mechanism occurs at the cathode surface.  Here, the oxidant (molecular oxygen or water) 

must undergo a chemical reaction by picking up electrons, resulting in the formation of 

oxygen ions, and in the case of water, a hydrogen byproduct.  In equilibrium, this 

reaction occurs equally fast in both directions, resulting in no net production of ions.  

When current begins to flow, however, the reaction must supply the necessary ions to 

produce the current, and as a result this reaction system is held out of equilibrium.  Doing 

so results in an energetic loss at the cathode surface, and this loss is known as the cathode 

overvoltage,         .  As more current is pulled from the cell, the overvoltage loss 

increases, however the amount of voltage loss per unit of additional current becomes 

lower as more current is passed through the cell, resulting in improved returns at higher 

current densities.  This effect is illustrated in Figure 3-57. 

After the cathode reaction, the oxygen ions must pass through the YSZ electrolyte 

to the anode surface.  This process acts in a similar manner to current passing through a 

resistor, and consequently a linear relationship between the voltage loss during the 

transport across the YSZ and the current passing through the YSZ results, as shown in 



 

  

Chapter 3.7 – page 162 

Figure 3-58.  This loss is represented as             . 

When the ions reach the anode surface, they 

encounter the last loss mechanism, the anode 

overvoltage,       .  This loss mechanism is similar 

in nature to the overvoltage at the cathode: the oxygen 

ions must release electrons and react with the fuel 

(CO) to form carbon dioxide.  Due to the finite 

current, this reaction is held out of equilibrium, and a 

loss, manifested as a drop in voltage, is realized, as 

shown in Figure 3-57. 

By combining these losses, the cell operating 

voltage E can be found as 

                                           (3.132) 

This result is shown graphically in Figure 3-59. 

Two more loss mechanisms are also 

commonly defined and described: mass transport 

losses at the anode and cathode.  When these loss 

terms are utilized, the OCV of the fuel cell EOCV must 

be calculated based on the gas phase concentrations in 

the continuum gases away from the electrode 

surfaces.  In reality, however, it is the concentration of 

the gas species at the electrode surfaces that define the 

true OCV.  For this reason, the mass transport loss 

mechanism is introduced, which accounts for the 

difference in concentrations between the bulk gas and 

 

Figure 3-57: Electrode 

overpotential behavior. 

 

Figure 3-58: Electrolyte potential 

loss behavior. 

 

Figure 3-59: Fuel cell voltage as 

difference between EOCV and loss 

overpotentials  . 
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the gas at the electrode surface.  As more and more current is drawn from the cell, the 

reactant concentrations at the electrodes falls (and the product concentrations goes up) 

resulting in a decrease in OCV.  At the extreme, the mass transport processes in the gas 

phase are not fast enough to replenish the reactants at the electrode surfaces, and the mass 

transport voltage loss then rises rapidly with current, resulting in a short circuit condition 

(E=0).  In the electrochemistry module presented here, EOCV is evaluated based on the 

local gas concentrations at the electrode surfaces, calculated using the modules described 

in previous sections, and therefore no mass transport loss terms need to be included in 

Equation (3.132). 

Figure 3-59 shows graphically that the loss mechanisms at the electrodes and in 

the electrolyte are functions of the cell current density distribution i, which is not known.  

In order to find i, functional forms that relate the voltage losses included in Equation 

(3.132) to the cell current density must be found.  In addition, the cell operating voltage, 

E, must be known; it is therefore provided to the electrochemistry module as a constant 

input parameter, set by the user before the simulation is conducted. 

The functional form of the electrolyte voltage loss              is found based on 

Ohm’s law: 

              
  

    
 (3.133) 

where te is the thickness of the electrolyte and      is the conductivity of YSZ to oxygen 

ions.  The value for      is temperature dependent, and can be found in units of cm/ohm 

from a published fit for YSZ as [150]: 

              
 
 
        

 (3.134) 

The electrochemistry module takes as coupled inputs the temperature field in both the 

anode and cathode chambers, and as a result each node in the electrochemical one 
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dimensional finite element chain will have two temperatures associated with it: one at the 

cathode surface and one at the anode surface.  The temperature required in Equation 

(3.134) is taken as the average of these two parameters. 

The functional form of the anode and cathode overvoltages,        and         , 

are the same and are calculated based on the Butler-Volmer model of electrode kinetics: 

        
  
  

      
  
  

   (3.135) 

where    is the anodic charge transfer coefficient for the electrode and    is the cathodic 

charge transfer coefficient for the electrode.  The charge transfer coefficients signify the 

portion of the electrode-electrolyte interface potential that helps in lowering the free 

energy barrier for the reaction.  Each electrode has both an anodic and cathodic 

component, as current can flow in either direction on the electrode.  When most of the 

reaction is anodic (as at the anode electrode), the second term in the Butler-Volmer 

relation becomes small, and for most current densities is negligible.  When most of the 

reaction is cathodic (as at the cathode electrode), the first term in the Butler-Volmer 

relation becomes negligibly small for most current densities. The term   represents the 

electrode overvoltage, and is equivalent to        when the equation is used at the anode 

surface and           when the relation is used at the cathode surface.  The term io is the 

exchange current density for the electrode, which represents the rate of the electrode 

reaction under zero overpotential, and is therefore a measure of the kinetics of the 

electrode.  An electrode that has faster kinetics will have a larger exchange current 

density, as at zero overpotential there will be more reaction occurring, under the 

constraint that the rates of forward and reverse reactions are matched. 

For elementary reactions, the charge transfer coefficients are equivalent to the 

anodic and cathodic reaction symmetry factors for the reaction, represented as    and    

respectively.  These terms, by definition, must sum to unity (       ).  For global 
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reactions, however, the charge transfer coefficients have no such relationship.   

In order to predict the electrode overvoltages        and          using Equation 

(3.135), the functional form for the exchange current density, io as well as the charge 

transfer coefficients    and    must be determined for each electrode.  Doing so requires 

defining a reaction mechanism for the electrode half-reaction, and therefore the process is 

different for each electrode half reaction.  For ACFC and SCFC fuel cells, there are three 

possible electrode reactions: O2 reduction, H2O reduction, and CO oxidation.  The Butler-

Volmer parameter derivation for each reaction is described in detail in Sections 3.7.1.1 

through 3.7.1.3. 

To find the current density distribution i, Equations (3.132), (3.133), and (3.135), 

are combined and rearranged to produce the following system of governing equations:  

            
  

    
                     (3.136) 

                    
 
  

                 
 
  

        (3.137) 

                          
 
  

                    
 
  

          (3.138) 

The negative sign before the Butler-Volmer expression in Equation (3.138) is 

included in order to ensure the current is defined as positive when electrons are moving 

from the cell anode to the cell cathode.  This set of three equations has three unknowns: i, 

      , and         . The equations are non-linear, and therefore cannot be directly 

solved.  Instead, a solution is found through an iterative procedure, in which a 

distribution i is guessed.  Equations (3.137) and (3.138), both of which cannot be 

inverted, are then solved for        and          respectively through their own iteration 

subroutine.  These values of        and          are then used in Equation (3.136) to 

solve for i, where the value of EOCV is calculated based on Equation (3.130) or (3.131) 
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depending on the cell type, using the input coupling parameters for the gas concentrations 

and pressure field to find the local mole fractions of each gas.  The computed distribution 

is then compared against the original guess distribution, and if they differ, the new 

distribution is used as the new guess for i and the process is repeated.  Additional checks 

are added to the solver to ensure that infinite loops are avoided.  The iteration is 

continued until the calculated distribution i converges to the input guess within a 

tolerance of 10
-6

 mA/cm
2
 at each solution point. 

3.7.1.1. Electrochemical Reduction of Oxygen 

To model the electrochemical reduction of oxygen described in Equation (2.7) 

and predict          for an ACFC, a two step, four equation reduction mechanism based 

on the work of Zhu et al. is assumed, as listed in Table 3-20 [151].  In the table, ELf 

represents a free site on the electrode surface, EL(O) is an adsorbed oxygen atom on the 

electrode, YSZf represents an oxygen lattice vacancy in the YSZ, and YSZ(O) represents 

a lattice oxygen in the bulk YSZ.  The first step, reaction 1, is the adsorption and 

desorption of oxygen onto and off of the cathode surface, while the second step in the 

mechanism is the charge transfer and incorporation of an oxygen ion into the YSZ 

electrolyte.  It should be noted that although YSZ is the assumed electrolyte in this 

derivation, in principle any electrolyte material that conducts oxygen via vacancies in a 

crystalline lattice can be utilized as well. 

In order to derive the parameters of interest, it is assumed that the charge transfer 

reaction (reaction 2 in the mechanism) is rate limiting.  The adsorption/desorption 

reaction (reaction 1) is therefore equilibrated, and its reactants and products can be 

written in terms of an equilibrium constant K1: 

Table 3-20: Mechanism for the electrochemical reduction of oxygen [149]. 

Reaction 

1: O2 + 2ELf   2EL(O) 

2: EL(O) + YSZf + 2e
-
EL → ELf + YSZ(O) 
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   (3.139) 

where P is the system pressure,     
 is the fraction of electrode sites that are free, and 

       is the fraction of electrode sites that have adsorbed oxygen.  With these 

definitions, it is clear that     
         , and this can be combined with Eqation 

(3.139) to yield expressions for both site fractions: 

       
      

 

        
 

 (3.140) 

    
 

 

        
 

 (3.141) 

A rate equation can be written for the charge transfer reaction (reaction 2) by 

taking the difference of its forward and reverse reactions, assuming that the bulk 

concentrations of lattice vacancies and lattice oxygen in the YSZ is constant: 

                    
 

        
           

 
        

   (3.142) 

where EEL is the electric potential between the electrode and electrolyte, and k2,a and k2,c 

are the kinetic parameters for the reverse (anodic) and forward (cathodic) directions of 

reaction 2.  The current density through the cell can now be defined as 

                 , where lTPB is the length of the triple phase boundary between the 

electrode and electrolyte and anodic current is defined as the positive direction, by 

realizing that each charge transfer process that occurs requires two electrons, which are 

provided by an external circuit.  Combining this relation with Equations (3.140), (3.141), 

and (3.142) yields a simplified expression for the current density: 
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    (3.143) 

When no current flows through the cell (i=0), the equilibrium electric potential 

between the electrode and electrolyte, EEL,eq, can be found through Equation (3.143) as: 

       
  

 
    

    

    
      

   (3.144) 

The exchange current density can now be found by evaluating either the anodic current 

density or the cathodic current density at this equilibrium electric potential level.  If the 

anodic current density, found by using the first term in the brackets and the terms outside 

the brackets in Equation (3.143), is used to evaluate the exchange current density, the 

following relation is revealed: 

   
          

        
 

 
    

    
      

  

    

 (3.145) 

Equation (3.143) can now be rearranged using this relation for the exchange current 

density and the definition of the cathode overpotential                     to 

produce a simplified expression: 

       
             

    
             

    (3.146) 

This relation is in Butler-Volmer form, and through it we can identify expressions for the 

charge transfer coefficients:         and             .   

To simplify the exchange current density relation, a new term, io
*
 is defined: 

  
             

    

    
 

    

 (3.147) 
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The constants that define io
*
, which include the triple phase boundary length as 

well as the kinetic parameters for the limiting reaction, are generally not known.  

Although there have been various attempts to predict these parameters as a function of 

the intrinsic physical parameters of the electrode material and the geometric parameters 

of the electrode microstructure, no definitive model has been identified that can reliably 

predict the parameter without adding in a constant term, specific to each electrode, that 

must be found through experimentation on a device.  Therefore, the global Butler-Volmer 

relation utilized in this study is semi-empirical, with values for io
*
 found through fits to 

experimental data, in a process described in detail in Section 3.7.4.   

The kinetic parameters that make up io
*
 are themselves functions of system 

temperature, and if an Arrhenius form is assumed for both k2,c and k2,a, io
*
 can be written 

in an Arrhenius form itself by plugging the Arrhenius form for both k2,c and k2,a into 

Equation (3.147) and then rearranging to combine the exponentials and the pre-

exponentials to produce a single lumped pre-exponential that accounts for both kinetic 

pre-exponentials and the triple phase boundary length, and a single lumped activation 

energy which accounts for the activation energies of the elementary reactions: 

  
     

 
   (3.148) 

Combining Equations (3.145) and (3.148) produces a simplified expression for 

the cell exchange current density: 

      
 
  

      
  

    
 

        
 

 (3.149) 

This functional form for the exchange current density has been verified experimentally by 

multiple groups by measuring the change in exchange current density as a function of 

oxygen partial pressure, assuming an elementary charge transfer coefficient      of 0.5 

[152].  The equilibrium constant K1 can be estimated for oxygen adsorption on LSM in 



 

  

Chapter 3.7 – page 170 

units of 1/atm using a relation published by Matsuzaki and Yasuda [153]: 

                   
          

   
  

 (3.150) 

The exchange current density can be fully calculated using Equations (3.149) and (3.150) 

by utilizing experimentally measured values for A, E, and     , as described in Section 

3.7.4.  The charge transfer coefficients can also be calculated based on this      through 

            .  Together, these terms can be utilized in the Butler-Volmer 

expression defined in Equation (3.135) to find the cathode overvoltage          for 

oxygen reduction. 

3.7.1.2. Electrochemical Reduction of Water 

To model the electrochemical reduction of water described in Equation (2.24) and 

predict          for a SCFC, a five step, ten equation reduction mechanism is assumed, 

as listed in Table 3-21.  This mechanism is based off of a hydrogen oxidation mechanism 

developed by Zhu et al [151].  In the table, ELf represents a free site on the electrode 

surface, EL(O) is an adsorbed oxygen atom on the electrode, YSZf represents an oxygen 

lattice vacancy in the YSZ, YSZ(O) represents a lattice oxygen in the bulk YSZ, and 

YSZs(j) represents adsorbed species j at the surface of the YSZ.  The first step, reaction 1, 

is the adsorption and desorption of steam onto and off of the YSZ at the cathode surface, 

the second and third steps are the charge transfer and transfer of hydrogen atoms to the 

electrode, the fourth step is the adsorption and desorption of hydrogen on to and off of 

the electrode surface, and the last step in the mechanism is the incorporation of the 

Table 3-21: Mechanism for the electrochemical reduction of water [149]. 

Reaction 

1: H2O + YSZs,f   YSZs(H2O) 

2: ELf + YSZs(H2O) + e
-
 → EL(H) + YSZs(OH) 

3: ELf + YSZs(OH) + e
-
   EL(H) + YSZs(O

2-
) 

4: 2EL(H)   H2 + 2ELf 

5: YSZs(O
2-

) + YSZf   YSZ(O) + YSZs,f 
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oxygen ion into the YSZ electrolyte.  As in the oxygen reduction mechanism, YSZ is 

used here for clarity in the notation, however any electrolyte material that conducts 

oxygen via vacancies in a crystalline lattice can be utilized as well. 

In order to derive the parameters of interest, it is assumed that the first charge 

transfer reaction (reaction 2 in the mechanism) is rate limiting.  The other reactions in the 

mechanism are therefore equilibrated, and the reactants and products for each can be 

written in terms of equilibrium constants K1, K3, K4, and K5, with the assumption that the 

concentration of lattice oxygen and lattice vacancies in the YSZ are constant: 

   
           

          
  (3.151) 

   
    

         

                
  

    
   (3.152) 

   
      

 

   
    

 

 

 
 (3.153) 

   
       

          
 (3.154) 

Because reaction 3 is a charge transfer reaction, its equilibrium includes the electric 

potential difference between the electrode and electrolyte, EEL.  If a rate equation for this 

reaction was written out in a manner similar to Equation (3.142) and then the net 

production set equal to zero to signify equilibrium, Equation (3.152) can readily be 

derived.   

By using the fact that the site fractions on both the YSZ and electrode surface 

must sum to unity, the following relations can be developed:     
          and 

       
        

                          .  These releations can be combined 
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with Equations (3.151) through (3.154) to yield expressions for all of the site fractions on 

the YSZ surface as a function of gas phase mole fractions and electrode species surface 

fractions: 

           
     

         
  

  
 

      

    

   
    
  

  

  

 
(3.155) 

       
 

  

         
  

  
 

      

    

   
    
  

  

  

 
(3.156) 

       
    

  

  

         
  

  
 

      

    

   
    
  

  

  

 (3.157) 

          

      

    

   
    
  

  

  

         
  

  
 

      

    

   
    
  

  

  

 (3.158) 

A rate equation can be written for the limiting charge transfer reaction (reaction 2) 

by taking the difference of its forward and reverse reactions: 

                
           

 
        

                       
        

   (3.159) 

where k2,a and k2,c are the kinetic parameters for the reverse (anodic) and forward 

(cathodic) directions of reaction 2.  The current density through the cell can now be 

defined as                , where lTPB is the length of the triple phase boundary 

between the electrode and electrolyte and anodic current is defined as the positive 

direction, by realizing that each charge transfer process that occurs requires one electron, 

which is provided by an external circuit.  Combining this relation with Equations (3.155) 
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through (3.159) yields an expression for the current density: 

           

      

  
          

            
  

  

       
 

  

  
   

    
    

  

    
  

            
  

  
      

  

    

    
 

  

       
        

    

(3.160) 

When no current flows through the cell (i=0), the equilibrium electric potential 

between the electrode and electrolyte, EEL,eq, can be found through Equation (3.160) as: 

        
  

  
    

      

  

    

    

   

    
  (3.161) 

The exchange current density can now be found by evaluating either the anodic current 

density or the cathodic current density at this equilibrium electric potential level.  If the 

anodic current density, found by using the first term in the second set of brackets and the 

terms outside the second set of brackets in Equation (3.160), is used to evaluate the 

exchange current density, and an assumption is made that the YSZ surface is nearly fully 

covered with oxygen ions (       
     ), the following relation is revealed: 

                 

    

    
 

    
 

 
  

  
 

  
    
     

  
    
        

  
    
 

        
 

 (3.162) 

Equation (3.160) can now be rearranged using this relation for the exchange current 

density and the definition of the cathode overpotential                     to 

produce a simplified expression: 

       
                 

    
             

    (3.163) 
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This relation is in Butler-Volmer form, and through it we can identify expressions for the 

charge transfer coefficients:           and             .   

Similar to the oxygen reduction exchange current density, the exchange current 

density relation from Equation (3.162) can be simplified by defining a lumped parameter, 

io
*
, that accounts for the unknown kinetics and triple phase boundary length: 

  
              

    

    
 

    
 

 
  

  
 

  
    
 

 (3.164) 

Just as for the oxygen reduction mechanism, io
*
 is a function of system 

temperature, and an Arrhenius form is assumed for all kinetic parameters in order to yield 

the expression: 

  
     

 
   (3.165) 

Combining Equations (3.162) and (3.165) produces a simplified expression for 

the cell exchange current density: 

      
 
  

      
  

    
        

  
    
 

        
 

 (3.166) 

This functional form for the exchange current density has been verified experimentally by 

multiple groups by studying the anodic reaction, hydrogen oxidation.  These studies 

found that the dependence of the exchange current density on the partial pressures of 

hydrogen and steam matched this relation assuming an elementary charge transfer 

coefficient      of 0.5, however other groups have reported differing results and other 

mechanisms have been proposed, revealing continued debate in the academic community 

[154,155,156,157,158,159,160].  Even so, this relation appears to work well within the 
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regimes of interest in this study, and is therefore employed in this work. 

The equilibrium constant K4 can be estimated for hydrogen desorption on nickel 

based on the results published by Lapujoulade and Neil [161]: 

   

 
 
 
      

          

  
  

    
  

 
 
 
 
  

 (3.167) 

where the pre-exponential Ades is 5.59 x 10
19

 s cm
2
/mol, the surface site density   is 

2.6 x 10
-9

 mol/cm
2
, the activation energy Edes is 88.12 kJ/mol, and the sticking factor    is 

0.01. 

The exchange current density can be fully calculated using Equations (3.166) and 

(3.167) by utilizing experimentally measured values for A, E, and     , as described in 

Section 3.7.4.  The charge transfer coefficients can also be calculated based on this      

through             .  Together, these terms can be utilized in the Butler-Volmer 

expression defined in Equation (3.135) to find the cathode overvoltage          for steam 

reduction. 

3.7.1.3. Electrochemical Oxidation of Carbon Monoxide 

To model the electrochemical oxidation of carbon monoxide described in 

Equation (2.15) and predict        for a SCFC, a six step, twelve-equation oxidation 

mechanism is assumed, as listed in Table 3-22.  This mechanism is based off of a CO 

oxidation mechanism developed by Yurkiv [162].  In the table, ELf represents a free site 

on the electrode surface, EL(O) is an adsorbed oxygen atom on the electrode, YSZf 

represents an oxygen lattice vacancy in the YSZ, YSZ(O) represents a lattice oxygen in 

the bulk YSZ, and YSZs(j) represents adsorbed species j at the surface of the YSZ.  The 

first step, reaction 1, is the adsorption and desorption of CO onto and off of the electrode, 
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the second step is the desorption and adsorption of CO2 off of and on to the anode 

surface, the third step is the combination of surface CO and O to form CO2, the fourth 

step is the incorporation of an oxygen ion into the YSZ electrolyte, and the fifth and sixth 

steps are the charge transfer and transfer of oxygen atoms to the electrode.  As in the 

oxygen reduction mechanism, YSZ is used here for clarity in the notation, however any 

electrolyte material that conducts oxygen via vacancies in a crystalline lattice can be 

utilized as well. 

In order to derive the parameters of interest, it is assumed that the first charge 

transfer reaction (reaction 5 in the mechanism) is rate limiting.  The other reactions in the 

mechanism are therefore equilibrated, and the reactants and products for each can be 

written in terms of equilibrium constants K1, K2, K3, K4, and K6, with the assumption that 

the concentration of lattice oxygen and lattice vacancies in the YSZ are constant: 

   
       

       

 

 
 (3.168) 

   
    

    

        
  (3.169) 

   
            

             
 (3.170) 

Table 3-22: Mechanism for the electrochemical oxidation of carbon 

monoxide [162]. 

Reaction 

1: CO + ELf   EL(CO) 

2: EL(CO2)   CO2 + ELf 

3: EL(CO) + EL(O)   ELf + EL(CO2) 

4: YSZs(O
2-

) + YSZf   YSZ(O) + YSZs,f 

5: YSZs(O
2-

) → YSZs(O
-
) + e

-
 

6: YSZs(O
-
) + ELf   EL(O) + YSZs,f + e

- 
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 (3.171) 

   
             

    
         

  
    
   (3.172) 

Because reaction 6 is a charge transfer reaction, its equilibrium includes the electric 

potential difference between the electrode and electrolyte, EEL.  If a rate equation for this 

reaction was written out in a manner similar to Equation (3.142) and then the net 

production set equal to zero to signify equilibrium, Equation (3.172) can readily be 

derived.   

By using the fact that the site fractions on both the YSZ and electrode surface 

must sum to unity, the following relations can be developed:     
                

           and        
        

           
    .  These releations can be 

combined with Eqations (3.168) through (3.172) to yield expressions for all of the site 

fractions on the YSZ and electrode surfaces as a function of gas phase mole fractions and 

surface fractions: 

       
   

 

  
   

    

         
    
   

   

    

      

  
   

    
  

 
(3.173) 

       
 

   

    

         
    
  

  
   

    

         
    
   

   

    

      

  
   

    
  

 (3.174) 

       
    

   

    

      

  
   

    
  

  
   

    

         
    
   

   

    

      

  
   

    
  

 (3.175) 
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 (3.176) 

         
        

    
                   

   

    

      

 (3.177) 

        
  

         

    
                   

   

    

      

 (3.178) 

    
 

   

    

      

    
                   

   

    

      

 (3.179) 

A rate equation can be written for the limiting charge transfer reaction (reaction 5) 

by taking the difference of its forward and reverse reactions: 

        
              

    
        

              
   

 
        

   (3.180) 

where k5,a and k5,c are the kinetic parameters for the forward (anodic) and reverse 

(cathodic) directions of reaction 5.  The current density through the cell can now be 

defined as                
  , where lTPB is the length of the triple phase boundary 

between the electrode and electrolyte and anodic current is defined as the positive 

direction, by realizing that each charge transfer process that occurs requires one electron, 

which is provided by an external circuit.  Combining this relation with Equations (3.173) 

through (3.179) yields an expression for the current density: 
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(3.181) 

When no current flows through the cell (i=0), the equilibrium electric potential 

between the electrode and electrolyte, EEL,eq, can be found through Equation (3.181) as: 

        
  

  
    

        

  

    

    

   

    

  (3.182) 

The exchange current density can now be found by evaluating either the anodic current 

density or the cathodic current density at this equilibrium electric potential level.  If the 

anodic current density, found by using the first term in the second set of brackets and the 

terms outside the second set of brackets in Equation (3.181), is used to evaluate the 

exchange current density, and an assumption is made that the YSZ surface is nearly fully 

covered with oxygen ions (       
     ), the following relation is revealed: 

             
        

  

    

    

   

    

 

     
 

 (3.183) 

Equation (3.181) can now be rearranged using this relation for the exchange current 

density and the definition of the cathode overpotential                   to produce 

a simplified expression: 

      
               

     
           

    (3.184) 

This relation is in Butler-Volmer form, and through it we can identify expressions for the 
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charge transfer coefficients:           and             .   

Similar to the oxygen reduction exchange current density, the exchange current 

density relation from Equation (3.183) can be simplified by defining a lumped parameter, 

io
*
, that accounts for the unknown kinetics and triple phase boundary length: 

  
            

      

  

    

    
 

     
 

 (3.185) 

Just as for the oxygen reduction mechanism, io
*
 is a function of system 

temperature, and an Arrhenius form is assumed for all kinetic parameters in order to yield 

the expression: 

  
     

 
   (3.186) 

Combining Equations (3.183) and (3.186) produces a simplified expression for 

the cell exchange current density: 

      
 
   

 

  

    

   
 

    
 

 (3.187) 

Experimental studies on the dependence of the exchange current density on the partial 

pressures of CO and CO2 have revealed a number of differing and contradictory results.  

Etsell and Flengas [163] and Aaberg et al. [164] found that the exchange current density 

was proportional to the CO partial pressure, which is the opposite of what is predicted in 

Equation (3.183).  A more recent study from Leonide et al. reached the opposite 

conclusion, finding an exponential dependency of the exchange current density on the 

CO2 partial pressure with a reaction order of 0.25 and on the partial pressure of CO with 

an order of -0.058 [165].  Despite this disagreement, recent modeling work from Zhu et 

al. at the Colorado School of Mines has relied on this functional form, using the reaction 
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orders specified by Leonide [166].  The same relation is employed in this work. 

The equilibrium constant K1 can be estimated for CO adsorption on nickel based 

on the results published by Hanna et al. [167]: 

    
              

  
  

               
  

   

  

 (3.188) 

where for a nickel electrode with YSZ the pre-exponential Ades is 3.563 x 10
11

 s
-1

, the 

surface site density   is 2.6 x 10
-9

 mol/cm
2
, the activation energy Edes is 111.3 kJ/mol, the 

activation energy     is 50 kJ/mol, the sticking factor    is 0.5, and the equilibrium 

surface density of CO on the electrode,        
  

, is given by: 

       
   

      

        
 (3.189) 

Because Equations (3.188) and (3.189) depend on each other and cannot be 

independently solved, they must be solved simultaneously to determine the value of the 

equilibrium constant K1 for a given temperature T. 

The exchange current density can be fully calculated using Equations (3.187) 

through (3.189) by utilizing experimentally measured values for A, E, and     , as 

described in Section 3.7.4.  The charge transfer coefficients can also be calculated based 

on this      through               .  Together, these terms can be utilized in the 

Butler-Volmer expression defined in Equation (3.135) to find the anode overvoltage 

       for carbon monoxide oxidation. 

3.7.2. Conduction: Governing Equations and Coupling Parameters 

Separate from the ion transport through the YSZ electrolyte, heat is also 

conducted across the electrolyte membrane.  YSZ is a solid, opaque, crystalline material, 
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and therefore the only heat transfer mechanism of interest across the cell is conduction. 

Only conduction across the membrane is considered, and therefore it is assumed that heat 

conduction along the length of the YSZ is negligibly small.  This is a safe assumption, as 

YSZ, a ceramic, has a low thermal conductivity and is an insulating material.  Even so, 

conduction across the membrane must still be considered, as the electrolyte thickness is 

sufficiently small to allow impactful fluxes of heat to conduct across. 

In order to model this conduction process, a one-dimensional form of Fourier’s 

law is employed.  This model also incorporates the joule heating in the electrolyte, and 

therefore two values of qYSZ are found (smaller for the anode, and larger for the cathode): 

         

     

  
 

              

 
     

     

  
 

  

 

  

    
  (3.190) 

where Ta is the local anode temperature provided by the anode heat transfer module, Tc is 

the local cathode temperature provided as an input coupling parameter by the cathode 

heat transfer module, and kYSZ is the thermal conductivity of YSZ.  The value of kYSZ is 

taken to be 2 W/mK for this module, which has been shown to be a valid conductivity 

measurement for YSZ over the temperature range of interest [168]. 

3.7.3. Module Parameter Summary 

Together, the equations and parameters described in Section 3.7.1 and 0 fully 

define the electrochemistry module.  The constant parameters and coupled parameters are 

enumerated in Table 3-23 and Table 3-24, respectively. Figure 3-60 illustrates the module 

with the coupled parameters shown visually as arrows to and from the module block.    
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Table 3-23: Constant input parameters of the electrochemistry module. 

Symbol Description Units 

           Charge transfer coefficient (anode and cathode)  

Aelectrode Exchange current density Arrhenius pre-

exponential factor (anode and cathode) 

mA/cm
2
 

Eelectrode Exchange current density Arrhenius activation 

energy (anode and cathode) 

kJ/mol 

kYSZ Thermal conductivity of YSZ (2 is used) W/mK 

E Cell operating voltage V 

te Electrolyte thickness m 

     Conductivity of YSZ (found via Eq. (3.134)) cm/ohm 

Table 3-24: Coupled parameters of the electrochemistry module. 

Input Description Units 

[CO] Molar concentration field of CO moles/m
3
 

[CO2] Molar concentration field of CO2 moles/m
3
 

[N2] Molar concentration field of N2 (ACFC only) moles/m
3
 

[O2] Molar concentration field of O2 (ACFC only) moles/m
3
 

[H2] Molar concentration field of H2 (SCFC only) moles/m
3
 

[H2O] Molar concentration field of H2O (SCFC only) moles/m
3
 

P Pressure field in gas phase (anode and cathode) Pa 

T Temperature field (anode and cathode) K 

Output Description Units 

i Current density distribution mA/cm
2
 

qYSZ Heat conducted through fuel cell electrolyte 

(anode and cathode values) 

W/m
2
 

 
Figure 3-60: Flowchart diagram of the electrochemistry module showing 

the coupled inputs and outputs. 
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3.7.4. Experimental Derivation of Kinetic Parameters 

In order to find the electrode kinetic parameters needed by the electrochemistry 

module, A, E and  , a set of experiments was carried out on exemplar anode and cathode 

materials.  In these experiments, fuel cell devices were fabricated and put through a series 

of tests to determine the performance characteristics of the cells, and the kinetic 

performance of the electrodes was then extracted from this data.  Finally, a fitting routine 

was utilized to find the values of the kinetic parameters that best described the observed 

experimental data. 

3.7.4.1. Experimental Setup 

In order to experimentally determine the kinetic parameters of electrodes for use 

in the electrochemistry module, planar ACFC and planar SCFC devices were constructed 

and investigated.  The cells were constructed in a button cell geometry using an YSZ 

electrolyte ceramic disk (1 cm diameter and 0.1 mm thick, MarkeTech International).  

Electrodes were then screen-printed on to the anode and cathode side of the cells, and the 

electrodes were sintered in a high temperature oven.  The cells were then affixed to the 

end of YSZ support tubes using an albite glass seal. The active area of the electrodes after 

this process was approximately 0.18 cm
2
 for each cell.  Platinum mesh current collectors 

were placed in contact with each electrode, and platinum wires were affixed to the 

current collectors in order to run leads from the cell out of the experimental facility.  A 

thorough discussion of the process steps followed to construct these test cells is including 

in Appendix B.   

Each cell, attached to its support tube, was operated within the same testing 

apparatus, which consisted of a set of gas flow manifolds for the anode and cathode 

chambers, thermocouples in both chambers, and electrical hookups to interrogation 

equipment.  For the tests, approximately one gram of pulverized activated carbon (Fisher 

Scientific) char was fed into the anode chamber of the fuel cell to a depth of 1 cm, and a 
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small helium purge flow was introduced to the top of the anode chamber to reduce 

oxygen infusion from the environment.  The cell was then placed into a quartz reactor 

vessel and lowered into a cylindrical heater.  For tests utilizing air as the oxidant (ACFC), 

dried air was fed into the cathode chamber of the system.  For tests utilizing water as the 

oxidant (SCFC), a steady, metered flow of steam was produced using an HPLC pump 

(Eldex) and boiler/superheater section of the quartz housing and introduced to the 

cathode chamber via a helium carrier gas.  The exhaust streams from both the anode and 

cathode were then passed through a manifold, which allowed either stream to be injected 

into a gas chromatograph (GC) for analysis, allowing the gas makeup of both the anode 

and cathode exhaust streams to be measured.  A simplified schematic of the fuel cell test 

setup is shown in Figure 3-61, and a more complete discussion of the test stand is 

included in Appendix B.   

In order to interrogate the electrical properties of the cell, through which the 

electrode kinetic parameters are determined, two data collection devices were placed near 

 

Figure 3-61: Schematic of the fuel cell experimental setup used to 

determine electrode kinetic parameters.  A button cell is affixed to the 

end of a YSZ tube and suspended within a quartz reactor chamber. 
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the cell, and the cell electrical leads were hooked up to one or the other depending upon 

the experiment being run.   

The first device, used to produce current-voltage (I-V) curves for the cell, is a 

potentiostat/galvanostat.  In potentiostatic mode, the device allows the operator to place a 

voltage over the cell, and the current required to hold this voltage is measured by a 

computer at a 2 Hz sampling frequency.  In the galvanostatic mode, a current is set by the 

operator, and the cell voltage required to reach and hold this current is measured by a 

computer at a 2 Hz sampling frequency.  The potentiostat/galvanostat is used to produce 

I-V curves for the cell.  For each I-V test, the galvanostat is used to set the cell at zero 

current (OCV) until the cell voltage stabilizes, ensuring steady state behavior.  The 

voltage is recorded, and the potentiostat/galvanostat is switched over to the potentiostatic 

mode to start the experiment.  The potential is set at the measured OCV, and the run is 

started.  To trace the I-V curve, the potential placed on the fuel cell is dropped in 

increments of 0.1 V.  For each data point, the system is held until the measured cell 

current stabilizes, usually after approximately two minutes.  The stabilized current 

reading is then recorded, and the voltage on the potentiostat is dropped to the value for 

the next data point.  This process is repeated until a full I-V curve down to, and 

occasionally past, the short circuit current (0 V) is measured.  

The second device that can be attached to the cell is a coupled signal generator 

and frequency response analyzer (FRA).  The FRA allows electrochemical impedance 

spectroscopy (EIS) to be performed on the cell, and the theory behind this measurement, 

as well as the procedure for operating the FRA to generate EIS data, is explained in detail 

in the next section. 

In all of the kinetics experiments, the cells were heated to an operating 

temperature of 700° C at a rate no greater than 1°C per minute and all inlet flows were 

enabled.  An I-V curve was measured for the cell after the device reached steady state 

behavior.  After this, a full EIS experimental run, as explained in the next section, was 
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conducted.  Finally, another I-V curve was measured for the cell to ensure that cell 

characteristics did not change over the course of the EIS experiments.  During these 

experiments, GC runs were conducted at various times on the anode exhaust gases (and 

cathode gases of SCFC cells) to measure the concentrations of the constituent gases in the 

exhaust streams, and the results recorded.  This process was repeated for the cell at 

operating temperature of 800° C, 900° C, and 1000° C.  After the last 1000° C test, the 

device was cooled, and I-V curves were taken at 900° C, 800° C, and 700° C to compare 

against the earlier curves and verify constant cell behavior over the course of the 

experiment.  

3.7.4.2. Electrochemical Impedance Spectroscopy 

Electrochemical impedance spectroscopy (EIS) is a technique that allows the 

researcher to interrogate a fuel cell using alternating current (AC) voltage signals.  By 

analyzing the current response of the cell to this input, more information can be derived 

about the cell operational characteristics than can be found using direct current (DC) 

measurements, such as I-V curves.  EIS is used in this dissertation to find the kinetic 

parameters of various fuel cell electrodes for use in the electrochemistry module. 

In an EIS experiment, a function generator is attached to the leads of the fuel cell 

that is to be tested, with a resistor of known resistance placed inline to measure the 

current flowing through the cell.  A frequency response analyzer (FRA), which consists 

of two high-impedance voltmeters that can measure and divide voltage signals in time, is 

used to measure the voltage across the cell itself as well as the voltage across the current 

sense resistor (this voltage is therefore related to the cell current through Ohm’s law).  If 

possible, a four lead arrangement is utilized in order to separate the cell voltage sensing 

leads from the current carrying leads, ensuring that the measured cell voltage does not 

include the resistances of the current lead wires.   This experimental setup is shown 

schematically in Figure 3-62. 
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The FRA, which measures the voltage over the cell as well as the current flowing 

through the cell, can be used to calculate the impedance of the fuel cell as 

      
     

     
 (3.191) 

where Vcell is the measured voltage across the cell, Icell is the measured current through 

the cell, and Zcell is the cell’s complex impedance.  For a constant DC voltage input, this 

relation reduces to Ohm’s law.  If the measured voltage and current are time-varying, 

however, the resistance of the cell may change in time, and the complex impedance 

captures this behavior.   To understand why, it is first useful to example the impedance 

response of two common circuit elements: the resistor and the capacitor. 

 

Figure 3-62: Schematic of the experimental setup for EIS measurements, 

with a four lead measurement setup depicted.   
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In a perfect resistor, the current that passes through the device is linearly related 

to the voltage across the resistor by a constant known as the resistance, R.  As the voltage 

or current changes, this constant does not, and as a result the impedance, as defined in 

Equation (3.191), is equivalent to the resistance of the device: 

     (3.192) 

 In a capacitor, however, the underlying behavior is not as straight forward.  When 

constant voltage is applied across a capacitor, a small amount of current will flow until an 

equal and opposite electrical field is established in between the capacitor plates, resulting 

in no current flowing through the device.  This would imply infinite impedance.  If this 

voltage were suddenly and instantaneously flipped, current would flow for a moment 

until the electric field in the plate reversed.  If the voltage was then flipped again, current 

would flow back in the other direction to again reverse the electric field in the device.  If 

the voltage were switched back and forth fast enough, the current flowing back and forth 

in the capacitor would begin to mirror the applied voltage field, and the impedance would 

therefore be a positive, finite value.  As a result, it is clear that the impedance of the 

capacitor is dependent upon the frequency at which the voltage is switched back and 

forth.  The exact functional form of this dependence can be found through rearrangement 

of the definition of the capacitance, C, a procedure described in detail in many textbooks, 

to find 

   
 

   
 (3.193) 

where   is the frequency of the signal source and j is the imaginary unit (     ).   

If a device contains both resistive and capacitive elements, then it follows that its 

impedance will not be constant, but instead a function of the frequency of the voltage 

source applied to the device.  If a constant voltage is applied to the device, a constant 

resistance will result, but no further information about the sizes of the various internal 
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resistors or capacitors in the device will be identifiable with this DC measurement.  

However, if a sinusoidal voltage signal is applied to the device at different frequencies 

one after the other, and the device impedance is measured at each frequency by dividing 

the measured current response from the measured device voltage, than an impedance 

response as a function of frequency can be generated.   

To understand how the complex impedance is found through the applied 

sinusoidal voltage signal and the measured current response, it is useful to write the time-

varying voltage and current signals in complex form through Euler’s formula.  If a linear, 

time-invariant (LTI) system is assumed, then the current response will have the same 

frequency as the input voltage, but with a different magnitude and phase angle: 

              
         (3.194) 

              
         (3.195) 

where   is the phase angle of the sinusoid, and     represents the magnitude of a sinusoid 

x.  Through equation (3.191), the cell impedance can be related to the above relations by 

equating it to the quotient of the cell voltage and cell current: 

      
     

     
 

       

       
          (3.196) 

This relation connects the real and imaginary components of the complex impedance to 

physical parameters of the system: the magnitude of the impedance vector in complex 

space is equal to the ratio of the magnitudes of the cell voltage and current, and the angle 

between the impedance vector and the real axis in complex space represents the phase 

delay in the current response compared against the voltage input.  This is shown 

graphically in Figure 3-63.  
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For a real device with unknown internal 

parameters, the measured complex impedance 

response can then be plotted in complex space as a 

function of voltage sinusoidal frequency by 

measuring the change in amplitude and the phase 

delay of the current response for each input 

frequency.  This plot is known as an EIS spectrum.  

If the internal circuitry of the device is known (or 

can be easily inferred), then it becomes possible with 

enough data to determine the values for each 

electrical component within the device by fitting a 

theoretical impedance expression, evaluated at each 

experimental frequency, with the measured data. 

For fuel cells, there is no internal circuitry.  The fuel cell itself, however, acts in a 

manner similar to an electrical circuit that could be built from capacitors and resistors.  In 

this way, an equivalent circuit can be produced which mimics the electrical response of a 

fuel cell.  To derive this equivalent circuit, the same loss mechanisms described in 

Section 3.7.1 are used: anode overvoltage losses, cathode overvoltage losses, and 

electrolyte losses.   

For the electrolyte, the loss mechanism used in the electrochemistry module is 

Ohm’s law, which implies that the electrolyte acts like a pure resistor in the fuel cell.  

The electrodes have more complex behavior, but because they still represent loss 

mechanisms, a resistor for each electrode is used to model the loss across the interface.  

This alone, however, is insufficient to fully describe the behavior at the electrode.  

Because an electrode is physically a long interface, across which charge is divided via the 

electrode chemical reactions, the electrode itself also has a capacitive effect.  When 

current is suddenly changed in the cell, there is inertia in the built up charge on either side 

 

Figure 3-63: The complex 

impedance plane, showing 

how the real and imaginary 

components are related to the 

amplitude and phase change 

over a device. 
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of the electrode that takes a small amount of time to adjust to the new current level.  As a 

result, electrodes can be considered as an RC circuit, with a resistor and capacitor in 

parallel.  In reality, the electrodes do not act as perfect capacitors, and their capacitance 

can also be a function of frequency.  As a result, the capacitive element in the electrode 

equivalent circuit is modeled as a constant phase element, which has an impedance of  

    
 

      
 (3.197) 

where p is the constant phase parameter, which is a number that describes how close to 

ideal the element capacitance is.  When p equals unity, Equation (3.197) reduces to the 

impedance expression for a capacitor. 

With these equivalent circuits for the electrodes and electrolyte defined, a fuel cell 

equivalent circuit model can be built by combining these elements in series to produce 

the equivalent circuit diagram shown in Figure 3-64.  The resulting impedance of this 

equivalent circuit can then be written as 

       
 

        
 

 

  
 
  

  
 

        
 

 

  
 
  

    (3.198) 

where the subscript a refers to the anode, the subscript c refers to the cathode, and the 

subscript e refers to the electrolyte.  For any given frequency, Equation (3.198) can be 

evaluated to produce a complex impedance Zcell, which will have both a real and 

imaginary component.   When data for a real device is taken, the values of Re, Ra, Rc, Cc, 

 

Figure 3-64: Equivalent circuit diagram for a solid oxide fuel cell. 
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Ca, pa, and pc can be guessed and a numerical fitting technique used to match the 

predicted EIS spectrum to the measured spectrum.   

To provide insight into the shape of the EIS spectra for fuel cell devices, Equation 

(3.198) is exercised for an input signal of 0.1 Hz to 100 MHz, using the parameters 

shown in Table 3-25.  The resultant spectrum is shown graphically in Figure 3-65, with 

the y-axis flipped, as is customary for these analyses.  The shape of the spectrum, with 

two semicircles lobes offset from the plot origin, is the usual shape seen in EIS spectra of 

fuel cell devices.  The offset from the origin corresponds to the electrolyte resistance Re, 

and the distance along the x-axis that the plot is shifted is the value of Re in ohms.  The 

semicircular lobes correspond to the RC circuits of each electrode.  The diameter of each 

lobe corresponds to the electrode resistance, in ohms, and the frequency of the point at 

the lobe peak is equal to 1/RC for the electrode.  In addition, the lobe is depressed 

downwards as the value for p increases.  It should be noted that experimentally measured 

Table 3-25: Parameters used to produce the EIS spectrum in Figure 3-65. 

Parameter Value Units 

Re 10 ohm 

Ra 50 ohm 

Rc 75 ohm 

Ca 10 μF 

Cc 60 μF 

pa 0.75  

pc 1  

   

 

Figure 3-65: Predicted EIS spectra for a fuel cell with the parameters 

shown in Table 3-25. 
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spectra often do not resolve the entire trace, sometimes have the two semicircular lobes 

conjoined, and often have considerable noise at the low frequency end of the plot (the 

right side).   

With these geometrical considerations in mind, good guesses for all the values of 

R, C, and p needed in Equation (3.198) can be found from visually inspecting a measured 

EIS spectrum of a fuel cell device.  These guesses can then be used as inputs into a fitting 

routing that finds the best-fit values for each parameter.  Unfortunately, there is no way to 

discern from an EIS spectrum which semi-circular lobe corresponds to the anode, and 

which one corresponds to the cathode.  As a result, multiple EIS experiments must be run 

with different anode or cathode gases, or on different fuel cells that have common 

anodes, or common cathodes, in order to find which semicircular lobe moves due to the 

experimental change (signifying it corresponds to the side of the fuel cell where the 

change occurred), and which lobe stays the same (signifying it corresponds to the side of 

the fuel cell common between the two experiments). 

In order to extract electrode kinetic information, EIS is performed on a cell at 

each temperature of interest multiple times.  For each run, a different DC voltage offset is 

added to the AC sinusoidal voltage signal placed across the cell.  Because the impedance 

of the electrodes are functions of the cell voltage themselves, the AC signal applied to the 

device has a small amplitude of 50 mV, which keeps the I-V response around the 

measurement point in a regime that can be approximated as linear.  Within each run, the 

signal generator is used to create sinusoidal voltage waveforms ranging from 0.5 Hz to 65 

kHz, with a logarithmic spacing of 8 measurements per decade utilized, resulting in a 

total of 44 measured impedance values as a function of frequency for each EIS run.  

Approximately 5 EIS measurements are then run per temperature of interest, resulting in 

5 values for Re, Ra, and Rc as a function of the cell offset voltage (and therefore current).   

To ensure that the cell is behaving appropriately, the measured values of Re are 

compared against one another.  Since the electrolyte resistance should be constant for any 
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given temperature, the measured values of Re at all cell voltage levels should be the same.  

The values for Ra and RC, however, will change with cell current.  Using ohm’s law, these 

values can be transformed into the overvoltage loss at the anode and cathode: 

                 (3.199) 

                   (3.200) 

where         is the average current (measured DC current offset) through the cell.  The 

Butler-Volmer model can then be utilized with the values of electrode overvoltage and 

cell current to produce the following equation: 

       

     
       

  
  

     
  
  

   (3.201) 

where Acell is the projected surface area of the fuel cell electrodes.  This relation can be 

used, along with the relationships developed for the exchange current density and charge 

transfer coefficient for each half reaction in Sections 3.7.1.1 through 3.7.1.3, in a 

mathematical fitting algorithm to find a value for   
  and    for the anode, and a separate 

pair of parameters for the cathode, at each experimental temperature.  The value of the 

charge transfer coefficients          and            are assumed independent of 

temperature, and this is verified through the experimental dataset. 

As discussed in Section 3.7.1, the exchange current density at each electrode 

includes the kinetics of the various elementary reactions in the oxidation or reduction 

mechanism, and therefore is expected to be a function of temperature.  As a result, an 

Arrhenius function is used to model the functional reliance of the exchange current 

density factor           
  and         

  on the system temperature T: 

  
     

 
   (3.202) 
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where A is the Arrhenius pre-exponential factor and E is the activation energy for the 

chemical reaction occurring at the electrode surface.  Values of A and E for both the 

anode and cathode are found by fitting the Arrhenius function to the experimentally 

derived exchange current densities at each experimental temperature based on the 

functional form of the exchange current density derived in Sections 3.7.1.1 through 

3.7.1.3 for the electrode reaction being studied.  Because this equation is modeling a 

global electrode reaction, the activation energy is dominated by the activation energy of 

the rate limiting elementary step, which can change depending upon the temperature 

regime.  Consequently, the results found are only valid within the narrow temperature 

band studied (1073 K to 1273 K) and should not be utilized outside this temperature 

window.  This relation, however, decouples the electrode geometry effects from the 

activation energy, assuming that the triple phase boundary length lTBP is constant over the 

temperature range, allowing the energy to be compared across devices, and across 

materials.  The pre-exponential is therefore a lumped parameter that accounts for the 

porosity, tortuosity, and other surface and structural effects of the electrode on the overall 

kinetic behavior. 

3.7.5. Kinetic Parameters for Selected Electrode Systems 

In order to provide a library of electrode materials for use in the electrochemistry 

module, the kinetic parameters of multiple electrode materials were found through the 

experimental procedure described in Section 3.7.4.  The results of these studies are 

described in the following sections. 

3.7.5.1. Platinum  

Platinum is a very rare noble metal that is valued for its remarkable stability and 

high catalytic activity.  Its most common use is in the three-way catalyst of automobile 

catalytic converters, helping to reduce vehicular emissions across the globe.  Despite its 

advantages as both a stable and capable catalyst, platinum is an expensive material, due 
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to its rarity. 

Platinum’s stability and performance make it a great candidate material for carbon 

fuel cell electrodes.  Unfortunately, its cost is prohibitively high, and any device that 

relied on it in any great quantity would not be able to reach economic viability.  

Nevertheless, platinum’s performance and stability makes it’s a great laboratory electrode 

material, and its kinetic parameters are measured here as a baseline against which other 

materials can be compared. 

To measure the kinetic parameters for platinum, a fuel cell was constructed with 

platinum electrodes at the anode and cathode by the method outlined in Appendix B.  EIS 

measurements were conducted on the cell in both an air-carbon and a steam-carbon 

configuration, according to the procedure described in Section 3.7.4.  By comparing the 

results from the ACFC and SCFC EIS experiments, the common anode chamber of both 

cells allowed the individual lobes in the EIS spectra to be assigned to the anode or 

cathode, and therefore kinetic parameters for the reduction of oxygen on platinum, the 

reduction of steam on platinum, and the oxidation of carbon monoxide on platinum were 

found. 

The results of these experiments are shown below.  Figure 3-66 shows two 

representative EIS measurements from the ACFC at a common system temperature of 

1097 K but with different DC offset voltages.  The plots clearly show that the electrolyte 

 

Figure 3-66: Representative EIS traces for an ACFC with platinum 

electrodes.  Experiment was conducted at 1097 K.  Every third data point 

is shown for clarity. 
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resistance is constant between the measurements, but the resistance due to the electrodes 

changes.  

Figure 3-67, Figure 3-68, Figure 3-69, and Figure 3-70 show the measured 

overvoltages for all three electrode process as a function of both cell current density and 

cell temperature.   Fits to the data, based on the Butler-Volmer equation, are also shown 

in the plots (solid lines), revealing that the Butler-Volmer model shows good ability to 

predict electrode overvoltages as a function of the cell current density.  

Finally, Figure 3-71 shows the Arrhenius plot for all three electrode processes, as 

well as the Arrhenius fits to the measured data, and Table 3-26 details the fit parameters 

for each electrode process.  The measured exchange current density for oxygen reduction 

at 900° C was considered an outlier in this dataset and ignored in producing the fit.  

Exchange current densities extracted from the fit indicated activation energies of 

80.3±7.9 kJ/mol for oxygen reduction, 132±12 kJ/mol for CO oxidation, and 

189±35 kJ/mol for steam reduction. 

Unfortunately, published information about activation energies for these electrode 

reactions is limited and scattered for the YSZ-Pt system. The activation enthalpy for 

oxygen reduction on the YSZ-Pt system has been reported as low as 96 kJ/mol [169] and 

as high as 180 kJ/mol [163] depending upon the deposition method used to produce the 

platinum electrode, while activation enthalpies for a blackened Pt electrode on YSZ have 

been reported between 86 and 148 kJ/mol [170].  The oxygen reduction reaction on 

platinum electrodes has been extensively studied at low temperatures due to its usefulness 

in PEM-type fuel cells, and published values for the activation energy of the oxygen 

reduction reaction range from 76-82 kJ/mol [171,172]. The activation enthalpy for 

electrochemical oxidation of CO on Pt using an 8 mol% Sc2O3-stabilized ZrO2 electrolyte 

was reported at 109 kJ/mol [173], while chemical studies on catalytic oxidation of CO on 

Pt for automotive pollutant reduction purposes gave activation energy values ranging 
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from 133-137 kJ/mol [174,175]. 

 

Figure 3-67: Variation of O2 reduction 

overvoltage with current density and the 

corresponding Butler-Volmer fit. 

 

Figure 3-68: Detail of the near-origin 

region of Figure 3-67. 

 

Figure 3-69: Variation of H2O reduction 

overvoltage with current density and the 

corresponding Butler-Volmer fit. 

 

Figure 3-70: Variation of CO oxidation 

overvoltage with current density and the 

corresponding Butler-Volmer fit. 
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The values obtained in this study are within the range of activation enthalpies 

reported above, and agree well with the available published data.  It should also be noted 

that the activation energy for steam reduction is extracted from data taken only at two 

temperatures, and therefore its reliability may be suspect for temperatures outside the 

1093 K to 1173 K range. 

Table 3-26: Exchange current density factor Arrhenius fit parameters for 

platinum electrodes. 

Reaction Location 
Aelectrode 

[A/cm
2
] 

Eelectrode 

[kJ/mol] 
   

O2 Reduction ACFC cathode 2.7 x 10
1
 80.3 ± 7.9 0.62 

CO Oxidation Anode 6.0 x 10
2
 132 ± 12 0.48 

H2O Reduction SCFC cathode 2.2 x 10
1
 189 ± 35 1.54 

 

 

Figure 3-71: Fit of exchange current density data to the Arrhenius Form 

for platinum electrodes. 
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3.7.5.2. Nickel Cermet  

Nickel cermets are sintered electrodes that are made up of a mixture of ceramic 

and metal.  The ceramic component of the cermet is usually chosen to match the 

electrolyte, and allows the oxygen ion conductive medium to extend into the electrode.  

The nickel provides both the electrocatalytic surface and electron conductor in the 

electrode.  These assemblies are produced in such a way so that the YSZ and nickel 

phases permeate one another, and that each phase maintains continuity throughout the 

structure in order to avoid any islands of material within the electrode. 

Nickel cermets have been identified as a leading SOFC electrode material because 

the nickel in the cermet electrode provides a well performing catalytic surface, the 

structures have proved satisfactorily stable over long cell lives, and the materials to 

produce the electrode are relatively inexpensive, especially when compared against their 

platinum cousins.  Nickel, however, oxidizes readily at SOFC temperatures, and so care 

must be taken to avoid oxygen intrusion into the electrode chamber.  This also rules out 

the use of nickel cermets in the cathode chamber of an ACFC device.  Nickel cermets can 

be used as a cathode material for steam reduction in a SCFC, but when used in this 

manner the cell operating regime must be tightly controlled to ensure that the partial 

pressure of oxygen at the cathode remains sufficiently low as to avoid nickel oxidation.  

Nickel catalysts are also susceptible to poisoning from contaminants in the fuel stream, 

primarily sulfur, and so fuels with low sulfur concentrations, or a scheme to remove 

sulfur, must be utilized to protect the electrode surface. 

Despite these issues, nickel cermets have become the primary anode material for 

solid oxide fuel cells.  As a result, the kinetic parameters of nickel cermets are measured 

here for use in predicting electrochemical behavior in real world cells operating on likely 

materials. 

To measure the kinetic parameters for nickel cermets, both an air-carbon fuel cell 
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and a steam-carbon fuel cell were constructed.  The air carbon fuel cell was constructed 

with a nickel cermet electrode at the anode, and lanthanum strontium manganite (LSM) at 

the cathode.  The kinetic results for the LSM material are presented in the next section.  

The steam carbon fuel cell was constructed with nickel cermet electrodes at both the 

anode and cathode.  EIS measurements were conducted on both cells according to the 

procedure described in Section 3.7.4.  By comparing the results from the ACFC and 

SCFC EIS experiments, the common anode chamber of both cells allowed the individual 

lobes in the EIS spectra to be assigned to the anode or cathode, and therefore kinetic 

parameters for the reduction of oxygen on LSM (described in the next section), the 

reduction of steam on nickel cermet, and the oxidation of carbon monoxide on nickel 

cermet were found. 

The results of these experiments are shown below. Figure 3-72 shows three 

representative EIS measurements from the ACFC at a common system temperature of 

1173 K but with different DC offset voltages.  The plot shows that the resistance due to 

the electrodes changes over the range of voltages.  

Figure 3-73, Figure 3-74, and Figure 3-75 show the calculated overvoltages for 

 

Figure 3-72: Representative EIS traces for an ACFC with nickel cermet 

anode and LSM cathode.  Experiment was conducted at 1173 K.  Every 

third data point is shown for clarity. 
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the CO oxidation process on both the ACFC 

and SCFC cells, as well as the H2O reduction 

process at the SCFC cathode.  The 

overvoltage data is shown as a function of 

both cell current density and cell 

temperature.   Fits to the data, based on the 

Butler-Volmer equation, are also shown in 

the plots (solid lines), revealing that the 

Butler-Volmer model shows good ability to 

predict electrode overvoltages as a function 

of the cell current density. 

Finally, Figure 3-76 shows the 

Arrhenius plot for electrode processes, as 

well as the Arrhenius fits to the measured 

data, and Table 3-27 details the fit 

parameters for each electrode process.  Two 

fit lines for CO oxidation on nickel are 

provided, as this parameter was measured for 

the both the ACFC and SCFC cells.  Because 

the cells were physically different, they can 

be expected to have different Arrhenius pre-

exponential factors. They are expected to 

share a common activation energy, however, 

and the data reveals that this is in fact the 

case, with the ACFC having a measured 

activation energy of 78±9 kJ/mol, and with 

the SCFC having a measured value of 

73±7 kJ/mol.  The values were averaged here 

 
Figure 3-73: Variation of CO oxidation 

overvoltage with current density and the 

corresponding Butler-Volmer fit. 

(ACFC) 

 
Figure 3-74: Variation of CO oxidation 

overvoltage with current density and the 

corresponding Butler-Volmer fit. (SCFC) 

 
Figure 3-75: Variation of H2O reduction 

overvoltage with current density and the 

corresponding Butler-Volmer fit. 
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to find a final activation energy 76±12 kJ/mol for CO oxidation.  In addition, the 

measured charge transfer coefficient for the SCFC and ACFC anodes was 0.47 and 0.48 

respectively, which are in good agreement.  Exchange current densities extracted from 

the fit indicated an activation energy of 175±17 kJ/mol for steam reduction. 

Published data describing the activation energy of carbon monoxide oxidation on 

a Ni-YSZ anode is imprecise.  One report utilizes the energies for some of the elementary 

Table 3-27: Exchange current density factor Arrhenius fit parameters for 

nickel cermet electrodes. 

Reaction Location 
Aelectrode 

[A/cm
2
] 

Eelectrode 

[kJ/mol] 
   

CO Oxidation ACFC Anode 5.2 x 10
1
 76 ± 12 0.48 

CO Oxidation SCFC Anode 1.0 x 10
0
 76 ± 12 0.47 

H2O Reduction SCFC cathode 1.0 x 10
0
 175 ± 17 1.53 

 

 

Figure 3-76: Fit of exchange current density data to the Arrhenius Form 

for nickel cermet electrodes. 
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reaction steps measured by the authors to bound the activation enthalpy between 

41 kJ/mol and 158.1 kJ/mol, although the rate limiting step was not determined [162].  

Other studies have calculated values ranging from 59.8 kJ/mol [176] to 136 kJ/mol [177] 

and as high as 165 kJ/mol [125].  The values found in this study fall within this expected 

range.  Studies on steam electrolysis in a solid oxide electrolysis cell place the value for 

steam reduction on Ni/YSZ at 192 kJ/mol in one study [178] and between 86.8 kJ/mol 

and 125 kJ/mol in another [179].  Regardless, the measured value in this study is within 

reason and is larger than CO oxidation, as expected. 

3.7.5.3. Lanthanum Strontium Manganite Cathodes 

Lanthanum strontium manganite (LSM) is the cathode material of choice for most 

solid oxide fuel cells.  LSM is compatible with YSZ electrolytes because it both has a 

similar coefficient of thermal expansion to YSZ and because it has low levels of chemical 

reactivity with YSZ, extending the lifetime of the cell.  LSM, a poor ionic conductor, is 

often mixed with YSZ in cathode electrode structures in order to produce an electrode 

with acceptable levels of ionic and electronic 

conductivity. Because of its importance and 

popularity as a cathode material, the kinetic 

parameters of LSM were measured for use 

in predicting electrochemical behavior in 

real world cells. 

To measure the kinetic parameters of 

LSM, the EIS data collected during the 

analysis of nickel cermet electrodes, 

described in Section 3.7.5.2, was analyzed 

for the ACFC, which utilized an LSM 

cathode with the nickel cermet anode. 

 

Figure 3-77: Variation of O2 

reduction overvoltage with current 

density and the corresponding Butler-

Volmer fit. 
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Figure 3-77 shows the calculated overvoltages for the O2 reduction process on the 

ACFC.  The overvoltage data is shown as a function of both cell current density and cell 

temperature.   Fits to the data, based on the Butler-Volmer equation, are also shown in the 

plots (solid lines), revealing that the Butler-Volmer model shows good ability to predict 

electrode overvoltages as a function of the cell current density. 

Figure 3-78 shows the Arrhenius plot for this electrode process, as well as the 

Arrhenius fit to the measured data, and Table 3-28 details the fit parameters for oxygen 

reduction on LSM.  Exchange current densities extracted from the fit indicated an 

Table 3-28: Exchange current density factor Arrhenius fit parameters for 

LSM cathodes. 

Reaction Location 
Aelectrode 

[A/cm
2
] 

Eelectrode 

[kJ/mol] 
   

O2 Reduction ACFC cathode 6.1 x 10
4
 158 ± 19 0.60 

     

 

Figure 3-78: Fit of exchange current density data to the Arrhenius Form 

for LSM cathodes. 
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activation energy of 158±19 kJ/mol for oxygen reduction on LSM.  The activation 

enthalpy for oxygen reduction on the YSZ-LSM system has been reported in the range of 

144 to 153 kJ/mol [178] in one study and as high as 172 kJ/mol in another [176], within 

the range found in these experiments. 

3.8. The Balance of System Module 

The balance of system module is a post-processing module that takes the solutions 

from models built using the modules described in previous sections and determines 

important system operating parameters, such as overall system efficiency, total cell 

current, total cell power, average current and power densities, and total heat rejected or 

required.  The balance of system module is not a finite element module or a solution 

solver, rather it is a set of equations for important parameters that are evaluated after the 

finite element modules are run using their outputs. 

The balance of system module is split in to three components.  The first utilizes 

model solutions to find important cell parameters, the second uses these parameters to 

calculate a cell efficiency, and the third calculates a system efficiency, assuming a set of 

heat exchangers, pumps, and piping necessary to produce a full fuel cell system with 

inputs at standard conditions. 

3.8.1. Cell Operating Parameters 

The first important role of the balance of system module is to use the results of the 

electrochemistry module to find the total cell current, average cell current density, total 

cell power, and average cell power density.  These results are useful in determining the 

practical performance of the cell, and for comparing average performance parameters 

across devices, geometries, and designs. 

The calculation of these parameters through the integration of the found current 
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density distribution is straightforward: 

        (3.203) 

     
 

 
      (3.204) 

            (3.205) 

           
 

 
      (3.206) 

Another role of the balance of system module is to take the temperature, pressure, 

and concentration fields provided by the solution and use these results to find the 

temperature, pressure, chemical makeup, and flow rate of all inlet and outlet gas streams 

from the fuel cell. Determination of the inlet conditions of both ACFC and SCFC 

cathodes is straightforward, as the inlet volumetric flow rate of these chambers,     , is a 

model input: 
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   (3.210) 

where the surface integrals are evaluated over the cathode inlet boundary.  Because there 
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is no gas flow into the anode compartment, the molar flows of CO and CO2 into the 

system are zero. 

To determine the molar flow rates of all constituents out of the fuel cell, the total 

cell current I, calculated by Equation (3.203), can be utilized, as it represents the molar 

flux of oxygen atoms from the cathode to the anode.  Assuming a steady state system, 

where there is no accumulation of mass inside the cell, the outlet flows for both an ACFC 

and a SCFC can be represented as a function of the inlet flows by: 

  
            

         
 

  
 (3.211) 
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 (3.213) 

  
             

          
 

  
 (3.214) 

Determining the molar flows of CO and CO2 out of the anode chamber of an ACFC or 

SCFC is not as straightforward, as the oxygen atoms transported to the anode by the cell 

current can end up as both CO and CO2 depending on the bed reaction rates and kinetics.  

The molar flows are therefore calculated directly for these gases from the concentration 

and velocity field solutions: 

  
                          (3.215) 

  
                            (3.216) 

where    is the inward facing normal unit vector and the area integral is calculated over 

the anode exhaust boundary.  It should be straightforward to then see that the molar rate 
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of carbon depletion in the cell is: 

  
    

            
           (3.217) 

This term can be transformed further into the molar rate of char depletion through the 

relation 

  
     

  
 

       
 (3.218) 

where         is the mole fraction of carbon in the fuel char.  For a steady system, this 

rate can be thought of as the molar flow of char into the system to makeup for the char 

reacting away.  

It should also be clear that the total flux of oxygen out of the anode side of the cell 

can be found through a summation of the CO and CO2 molar flow rates.  This value is 

related to the cell current by Faraday’s constant: 

  
                 

                        
 

  
 (3.219) 

Because the molar fluxes of CO and CO2 were calculated from a different surface 

integral than the total cell current I, these parameters can be compared to ensure that they 

are in fact the same, verifying model closure.  Similarly, the molar flows of the oxygen, 

hydrogen, and steam exhaust flows can be calculated through a surface integral on the 

cathode exhaust boundary.  These terms should be the same as the values calculated 

using the inlet values and the current defined in Equations (3.211) through (3.214). 

It is also straightforward to calculate the mass fluxes of each gas into and out of 

the system.  The mass fluxes of any constituent can be found simply by multiplying the 

associated molar flow rate by the constituent molecular weight: 
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     (3.220) 

The mass flows of all the inlets and outlets can then be summed together to ensure they 

add up to zero, verifying mass conservation in the model. 

To calculate the average pressure of an inlet or outlet gas stream, the area average 

of the pressure over the inlet or outlet boundary is used: 

     
 

 
      (3.221) 

To calculate the average temperature of an inlet or outlet gas stream, the area 

average of the temperature, weighted by the heat capacity of the gas mixture along the 

inlet or outlet boundary, is used: 

     
                 

                
 (3.222) 

To calculate the heat required or rejected from the system, an energy balance over 

the device can be performed using the molar flow rates determined above.  The enthalpy 

of each component entering and exiting the system is calculated by multiplying the molar 

flow of each constituent by its molar enthalpy of formation at the temperature of the inlet 

or outlet stream, found through NIST-JANAF data for the species.  The energy balance 

will yield the following relation: 

         
            

                
             

               

 

 (3.223) 

which can be solved for   , which represents the heat transfer power into the system. 

3.8.2. Cell Efficiency 

Another important parameter that is found by the balance of system module is the 
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cell efficiency.  The definition for the cell efficiency, however, has a form that is non-

standard in the electrochemical realm, and so its derivation is presented here.  To 

understand how it originates, it is first useful to explore the conventional fuel cell 

efficiency definition used for most fuel cell devices.  In a conventional fuel cell 

efficiency definition, the efficiency is found as the product of multiple operational 

parameters: 

      
 

    
        (3.224) 

The first term (E/EOCV) in this expression is the ratio of the cell operating voltage to the 

open circuit voltage, and represents the voltage efficiency of the cell.  The second term 

(Ielec) is the coulombic efficiency, and represents the portion of reaction that generates 

current (it is usually very close to unity for real devices and often omitted altogether).  

The last term (UT) represents fuel utilization, and is defined as the amount of fuel that 

reacts inside the fuel cell divided by the total amount of fuel injected into the cell. 

For carbon fuel cells, this conventional definition causes problems, and making 

the carbon fuel cell operating parameters work within this definition is challenging.  A 

carbon fuel cell works by injecting carbon into the anode chamber, where it stays until it 

reacts with CO2.  With this understanding, the fuel utilization term would appear to be 

unity for a carbon fuel cell, as all the input fuel will react over a long enough time 

horizon.  However, some of the carbon leaves the cell in the form of CO, and some in the 

form of CO2, representing different utilizations of the fuel.  As a result, the exact 

utilization of the fuel is unclear. 

For the columbic efficiency, the only reaction that results in electrons transiting 

the external circuit is the reaction at the fuel cell itself, which is the oxidation of CO to 

CO2.  The carbon fuel is not involved in this reaction, and so again a difficulty is 

encountered in defining this parameter, as none of the fuel reacting in the cell directly 
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generates an electrical current.   

To overcome these shortcomings, it is useful to examine why these two 

parameters (UT and Ielec) are included in the conventional definition, and what they 

represent.  Insight into these parameters can be gained by considering the electrons that 

flow around the external circuit connected to the fuel cell.  For a given inlet fuel stream, 

there is a maximum number of electrons that can pass around the external cell.  This 

maximum number would be realized when all the fuel that entered the cell reacted 

electrochemically in the cell.  With this idea in mind, it can be seen that the fuel 

utilization term accounts for the portion of this maximum number of electrons not 

realized due to fuel leaving the system in the exhaust, and the coulombic efficiency 

accounts for any electrons not realized because the fuel reacted through a non-

electrochemical pathway.  Together, these two parameters answer a simple question: how 

many electrons were transported around the circuit compared with the maximum number 

that could have been transported given the inlet fuel flow?   

The same question can be asked of a carbon fuel cell.  Given carbon as the input 

fuel, the maximum number of electrons that can be realized per carbon atom is 4.  In 

reality, however, less are realized, as some of the carbon leaves the system in the form of 

CO.  Since each oxygen atom that leaves the anode chamber represents 2 electrons that 

traversed the external circuit, the total number of electrons can be found by multiplying 

the molar flux of oxygen out of the anode by 2.  This results in an equivalent expression 

accounting for the number of electrons realized versus the number of electrons that the 

system was capable of producing: 

                    
                 

   
 

 
 

 
 
  

                       

  
            

          

 (3.225) 

By multiplying this relation by the cell voltage efficiency (E/EOCV), an expression similar 
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to Equation (3.224) can be written for carbon fuel cells. 

This definition, however, has its own set of problems, as it assumes that the only 

product of interest from the fuel cell is electricity.  For most fuel cells (and indeed for the 

air-carbon fuel cell), this is a valid assumption.  For a steam-carbon fuel cell, however, 

hydrogen, which results from the electrochemical reaction, is a useful product.  If a SCFC 

were operated in short circuit conditions, the conventional efficiency definition with the 

equivalent terms for UT and Ielec would evaluate to zero, as the E term in the equation 

would be 0.  The cell, however, would be producing hydrogen, whose chemical energy 

would be a portion of the input char energy; the efficiency of this process is not zero. 

In order to correctly calculate system efficiency, an alternative definition is 

needed that accounts for all useful products, including hydrogen, as well as all energy 

inputs.  To find this expression, a first-law efficiency, utilized more often outside of the 

electrochemistry realm, is utilized.  This efficiency takes the form of the total useful work 

and energy extracted from a system divided by the total energy put into the system.  A 

general form for a carbon fuel cell can thus be written as 

      
       

  
     

  
                  

 (3.226) 

where HHVj is the mole-based higher heating value of species j,      is the electrical 

work out of the device (        ), and     is the electrical work into the device 

(        ).  This definition can be applied to both ACFC (where   
  

  ) and SCFC 

devices to calculate the cell efficiency.  It should also be noted that the ideas utilized to 

develop Equation (3.225) are built in to this definition as well.  For a given cell current 

(and therefore a given     ), the molar rate of makeup char into the device   
    , will 

depend on how much carbon is fully oxidized to CO2.  If a majority of the char is fully 

oxidized,   
     will be a smaller number than if a majority of the char leaves the cell as 

CO.  As a result, the cell efficiency will be higher for the case where a majority of the 
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char is fully oxidized, thereby inherently incorporating the idea of electrons utilized 

versus maximum available into the cell efficiency definition. 

3.8.3. Balance of System  

The last function of the balance of system module, and the function from which 

the module derives its name, is to calculate the outlet conditions of all the gases exiting 

the carbon fuel cell system, assuming an appropriate assortment of pumps and heat 

exchangers for a system where all the gaseous inputs enter at 1 atm and 298 K.  This 

allows for control volume analysis over an entire system to be defined, and an overall 

system efficiency to be calculated. 

The balance of system looks slightly different for an ACFC and a SCFC, and the 

two diagrams are shown in Figure 3-79 and Figure 3-80.  The primary difference between 

the two diagrams is that in the SCFC, the water stream enters as a liquid and must 

undergo a phase change, and the exhaust stream must have the water condensed out in 

order to remove the hydrogen product.  In both systems, the cathode exhaust is used in a 

 

Figure 3-79: Schematic of an ACFC with balance of system components 

included. 
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heat exchanger to heat the incoming cathode stream.  The anode exhaust is then used to 

heat the cathode stream further until it reaches system temperature.  If any further heat is 

needed beyond what the system can provide by itself, a heat input term   
       is added 

to provide the necessary energy to complete the heating process.   

For models of SCAFC systems, both the ACFC and SCFC balance of systems are 

utilized, with the anode exhaust stream split into two separate streams, one of which is 

used in the ACFC air-heater, and the other of which is used in the SCFC boiler and super-

heater.  The amount of anode exhaust sent to each is computed within the module in 

order to minimize the system heat requirement   
      . 

To calculate the heat transfer in the heat exchangers, the devices are assumed to 

operate in a counter-flow arrangement and a heat exchanger effectiveness is utilized.  The 

heat exchanger effectiveness is defined as 

     
  

             

  
                 

 (3.227) 

 

Figure 3-80: Schematic of a SCFC with balance of system components 

included. 
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where   
              is the heat transfer rate between the two streams, and 

  
                  is the maximum possible heat transfer rate that for a heat exchanger 

of infinite length.  For the analyses conducted in this study, an effectiveness of 0.9 is 

assumed for all devices.  To find the maximum heat transfer, the stream with the smaller 

heat capacity rate must first be found.  The heat capacity rate of each stream is defined as 

           

     

 (3.228) 

           

      

 (3.229) 

where Cp,α is the spcific heat of species α, the subscript h refers to the hot stream, and the 

subscript c refers to the cold stream.  The maximum heat transfer rate can then be 

calculated as 

  
                                    (3.230) 

where Cmin is either Ch or Cc, whichever is less.  

Once   
                  is calculated, the value of   

              is found from 

Equation (3.227) by utilizing the heat exchanger effectiveness parameter.  The stream 

exit enthalpies can then be directly calculated from this value:  

               
  

             

  
 

 (3.231) 

               
  

             

  
 

 (3.232) 

NIST-JANAF data are used to calculate the enthalpy values and determine the outlet 

temperatures.  In this way, the heat exchange between the cathode exhaust and the 
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cathode inlet in the pre-heater can be calculated, and the cathode temperature between the 

pre-heater and the heater devices can be found.  

For the air-heater, this temperature is then used, along with the anode exhaust 

temperature, to find a maximum cathode inlet temperature that the heater is capable of 

producing.  If this value is higher than the required cathode inlet temperature to the fuel 

cell, then   
              is calculated directly from the difference between the heater 

cathode feed inlet temperature and the fuel cell cathode inlet temperature, and   
       is 

set to zero.  If this temperature, however, is lower than the required temperature, the 

remaining energy necessary to fully heat the cathode inlet stream to the required fuel cell 

inlet temperature,   
      , can be found. 

For the water boiler and superheater, the analysis is complicated by the phase 

change in the device.  To solve for the heat transfer in this device, it is split into a boiler 

section and a superheater section.  The superheater section is solved first, using the same 

heat exchanger effectiveness method explained in the previous paragraph for the air 

heater, by assuming the water enters the superheater as saturated vapor and exits at the 

fuel cell cathode inlet condition.  The same process then allows for the calculation of the 

outlet temperature of the anode gases from the superheater.  These gases are then taken as 

an input into the boiler section.  The amount of energy to fully heat the water stream to 

saturated liquid conditions, and then to vaporize all the water, is calculated.  The 

maximum heat removal from the anode exhaust stream is then also calculated.  Care is 

taken to ensure that throughout the boiler, the anode exhaust temperature stays above the 

water temperature, in order to avoid a second-law violation at the so-called pinch point in 

the boiler, which is the point where the heating liquid water reaches boiling temperature 

and represents the point at which the minimum temperature difference between the hot 

and cold streams in the boiler is realized.  If excess energy is needed in the boiler to fully 

vaporize the water stream, this value,   
      , is calculated.   Otherwise,   

       is set to 



 

  

Chapter 3.8 – page 219 

0.   

The last item that needs to be calculated throughout the system is the pump or 

blower power requirements, for a SCFC and an ACFC respectively.   In order to calculate 

this, a small pressure drop is assumed across each heat exchanger device.  For this study, 

a pressure drop       of 8% is assumed across each heat exchanger, such that: 

     
   

       
 (3.233) 

The total pressure rise from the system outlet is then calculated by applying this relation 

across all heat exchangers.  To find the power requirement, the molar entropy of the 

cathode inlet stream just after the pump or blower is found from NIST-JANAF data.  The 

enthalpy of a cathode stream with the same entropy, but at the system cathode exhaust 

pressure, is then calculated.  The difference in these enthalpies represents the power 

required by a reversible pump or blower to raise the inlet cathode stream to the required 

pressure to overcome pressure drops throughout the system.  This number is then divided 

by a pump or blower efficiency to find a value for the irreversible pump or blower power: 

        
  

       

       
                                                (3.234) 

      
  

       

     
                                            (3.235) 

where    is the molar enthalpy of the cathode stream at the system inlet or outlet, 

corresponding to the entropy and pressure pair s and P.   

Together, these calculations allow the balance of system module to find the outlet 

conditions (temperature) of both the anode and cathode exhaust gases, as well as any 

necessary heat inputs to heat the cathode inlet stream (  
      ) and any electrical power 

inputs to pressurize the cathode stream to overcome pressure drops throughout the 
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system.  With these parameters, a system efficiency, similar in nature to the cell 

efficiency, can be defined: 

        
       

  
     

              

  
                     

      

 (3.236) 

3.8.4. Module Parameter Summary 

Together, the equations, inputs, outputs, and constant parameters described in 

Sections 3.8.1 through 3.8.3 fully define the balance of system module.  By analyzing the 

output of the finite element models built using the modules described in Sections 3.2 

through 3.7, the balance of system module is able to provide succinct performance 

metrics for the modeled fuel cell device that are comparable across model runs, inputs, 

and geometries.  In generally, it is the outputs of this module, and the power density, 

hydrogen production rate, fuel cell efficiency, and system efficiency in particular, that are 

most often looked at as the key parameters calculated by the models in later sections.   

In order to provide a reference of the module parameters, the various constant 

inputs for this module are enumerated in Table 3-29, while the coupled parameters from 

other modules are listed in Table 3-30.  Table 3-31 lists the most important cell and 

system parameters calculated by the balance of system module.  Finally, Figure 3-81 

illustrates the module with the coupled input parameters and calculated system and cell 

parameters shown visually as input and output arrows from the module block.   
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Table 3-29: Constant input parameters of the balance of system module. 

Symbol Description Units 

        Molar fraction of carbon in fuel char  

     Heat exchanger effectiveness (one per heat 

exchanger) 

 

      Water pump efficiency (SCFC)  

        Air blower efficiency (ACFC)  

      Pressure loss over a heat exchanger (one per 

heat exchanger) 

 

E Cell operating voltage V 

     Cathode inlet gas stream volumetric flow rate m
3
/s 

     
 Hydrogen higher heating value kJ/mol 

        Fuel char higher heating value kJ/mol 

Table 3-30: Coupled parameters of the balance of system module. 

Input Description Units 

[CO] Molar concentration field of CO moles/m
3
 

[CO2] Molar concentration field of CO2 moles/m
3
 

[N2] Molar concentration field of N2 (ACFC only) moles/m
3
 

[O2] Molar concentration field of O2 (ACFC only) moles/m
3
 

[H2] Molar concentration field of H2 (SCFC only) moles/m
3
 

[H2O] Molar concentration field of H2O (SCFC only) moles/m
3
 

P Pressure field in gas phase (anode and cathode) Pa 

T Temperature field (anode and cathode) K 

i Current density distribution mA/cm
2
 

    Velocity field m/s 

Table 3-31: Important calculated parameters of the balance of system 

module. 

Output Description Units 

  Total cell electrical power W 

     Cell average power density W/cm
2
 

I Total cell current A 

iavg Cell average current density A/cm
2
 

  
     Molar flow rate of makeup char moles/s 

  
  

 Molar flow rate of hydrogen produced (SCFC) moles/s 

   Heat required or rejected by cell W 

      Fuel cell efficiency  

        Fuel cell system efficiency  
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Figure 3-81: Flowchart diagram of the balance of system module 

showing the coupled inputs and calculated outputs. 

3.9. Building and Solving a CFC Model 

The modules described in the preceding sections of this chapter can be combined 

and coupled in various ways in order to produce models of carbon fuel cell devices.  

Some modules can be left out of these models in order to lower the computational load, 

or every module can be used, some of them multiple times, to produce a detailed and 

intricate fuel cell model at the expense of a fast convergence time.  Models themselves, 

however, are not useful without a specific purpose, and therefore producing a large 

library of models based on the various combinations of modules is only a useful exercise 

if each model built and studied can help answer important and fundamental questions 

regarding carbon fuel cells. 

The first step, therefore, in the development of any model based on the individual 

modules is posing a question about carbon fuel cell devices to which model results could 

help answer or affirm a suspected explanation.  A model of appropriate complexity can 

then be designed to help answer the specific question being raised. 

In the chapters that follow, multiple carbon fuel cell models are described.  In 

each, a basic question regarding CFC operation or behavior is posed, and a model 
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detailed that has been designed to help answer the question of interest.  Where 

appropriate, the models are validated against experimental data.  Finally, results based on 

model predictions are presented and appropriate conclusions drawn from these results, 

helping to build understanding and insight into the operational nature of carbon fuel cells.  

Before these models are presented and described, however, it is first important to 

understand how various modules are coupled together, as well as the process through 

which these coupled models are solved.  This section describes the process of building 

and solving models based on the modules developed in Section 3.2 through 3.8.   

3.9.1. The Model Domain 

The first step in building a model is defining a geometric domain that describes 

the physical device being modeled.  One or more modules are then solved over each 

domain.  Every module must have a domain over which its equations are solved, and 

modules must be solved completely within a single domain.  As a result, models may be 

split into multiple solution domains, each of which has multiple coupled modules 

describing the physics within its space.  The exception to this rule is the balance of 

system module described in Section 3.8, which has no domain and instead operates after 

the model solution is found as a post-processing subroutine that generates useful global 

output parameters from the model solution. 

In this study, all the domains that are defined for the various models are two 

dimensional and axisymmetric.  In these domains, the two-dimensional domain shape can 

be rotated around a central axis to produce a three-dimensional volume over which the 

model solution is valid. This allows the vector equations defined in the various modules 

to be solved in two dimensions (r and z) while describing a domain in three dimensions 

(r, z, and θ), greatly reducing the number of elements necessary to describe a volume, and 

therefore reducing computation time.  A sample three-dimensional volume is shown in 

Figure 3-82, and a domain that can be used to describe this volume is illustrated in Figure 
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3-83.  The electrochemistry module, 

described in Section 3.7, is the exception 

to this rule.  It is solved over a one-

dimensional domain that is a function of 

only r or z. 

The module equations are solved 

using a finite element method within the 

appropriate domain.  This allows the 

coupling parameters for each module to 

be defined as functions of space (r and z) 

over their respective domains, resulting in localized 

values.  In order to do this, each domain is sub-divided 

into a large number of volumes.  The vertices of these 

volumes are known as nodes.  The partial differential 

equations making up each module are then described 

using a quadratic polynomial along the connections 

between neighboring nodes, which are referred to as 

elements.  Figure 3-84 shows a sample finite element 

mesh within a sample domain.   

Each model can have one or more domains, 

depending on the number of different regions in the 

model, and the width or height of each domain can be 

parameterized as a model input.  For most CFC models, 

three domains are present: the cathode chamber, the fuel 

cell, and the anode chamber.  The domains of a model 

must connect to one another in physical space by sharing 

boundaries.  At these boundaries, the nodes are shared 

 

Figure 3-82: Sample three-dimensional 

volume. 

 

Figure 3-83: 2-D 

axisymmetric domain 

used to model Figure 

3-82. 

 

Figure 3-84: Finite 

element mesh 

overlaid on top of 2-D 

axisymmetric domain. 
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across both domains, allowing for coupling parameters defined on the boundary surface 

to be shared between the two domains, and therefore between the modules within the 

domains via the local values at the shared surface.  Figure 3-85 shows a detailed view of 

the boundary between two separate domains, on which the shared element boundaries 

and surface nodes can be seen. 

 

Figure 3-85: Illustration of a boundary between two domains, with 

shared nodes from each domain mesh along the boundary. 

3.9.2. The Model Modules 

With the domain of a problem defined, a decision must be made on what physical 

phenomena to include in each domain, and the appropriate modules that fully describe 

these physics are then identified and incorporated in the model.  Nearly all models will 

incorporate multiple modules, and once the modules are identified and assigned to 

specific domains, the modules must be tied together.  Modules that occupy the same 

domain can be directly coupled together through their various input and output coupling 

parameters in a volumetric fashion.  This means that at every point within the domain, the 

coupling parameters have a localized value, and these input fields are utilized by each 

coupled module to solve their governing equations and produce associated output fields.   

As an example, consider an electrical resistor in the shape of a cone, like the one 

shown in Figure 3-86.  If it is useful to find the temperature distribution in the resistor 

while current is flowing, a model could be developed with a single domain, the resistor 

internal volume, and two modules.  The first module, the resistance module, would take 

two input parameters, the total current (I) and the conductivity ( ), and calculate the 
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voltage (V) and local current (i) at any point within the domain.  The second module, the 

resistor heat transfer module, would use these voltage and current fields to find the heat 

generated at every point in the domain, and through this parameter the temperature (T) at 

all points in the domain would be calculated.  The coupling parameters between these 

two modules would thus be the current and voltage.  The flow diagram for this model, 

showing the two modules housed within a single domain, is shown in Figure 3-87. 

For modules in neighboring domains that share a boundary, parameters can be 

coupled between the modules across this boundary.  This means inputs and outputs are 

 

Figure 3-86: Domain for a sample problem involving a canonical resistor 

and surrounding air. 

 

Figure 3-87: Sample model flowchart showing modules, coupled 

parameters, inputs, outputs, and the domain over which the modules are 

solved. 
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described locally along the shared surface, and any coupled modules interacting on that 

surface can utilize these inputs as boundary conditions to solve their governing equations.  

If we again consider the conical resistor from Figure 3-86, we can add another module, 

the natural convection module, which describes the natural convection heat transfer 

process between the resistor and the surrounding air.  This new module would be defined 

in a domain that would encompass the air volume surrounding the resistor, but not the 

resistor internal volume. The resistor surface would therefore be a common boundary 

between the natural convection domain and the resistor domain.  On this boundary, the 

temperature would be defined based on the resistor heat transfer module solution, and the 

natural convection module could then use these surface temperature values as inputs to 

solve for the natural convection heat transfer from the resistor surface to the surrounding 

air, q.  This result would include values for the heat flux from the resistor to the air along 

the boundary surface, which could be utilized as a boundary condition by the resistor heat 

transfer module to refine its value for T.  The flow diagram for this model, showing the 

three modules housed within two neighboring domains, is shown in Figure 3-88. 

After all the modules have been coupled, the remaining input parameters can be 

assigned values, and the necessary boundary conditions for each module can be defined.  

For the conical resister described above, the input parameters for the conductivity and the 

 

Figure 3-88: Sample model flowchart for a model with multiple domains, 

showing modules, coupled parameters, inputs, outputs, and the domains 

over which the modules are solved. 
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total current are assigned a value, and boundary conditions, such as the voltage at one end 

of the resistor, the heat transfer rate into the connecting wires as a function of local 

resistor temperature, and the environmental temperature at the outer boundary of the 

natural convection domain, are stated.  The result is a model that is fully defined, which 

means a solution can be computed based on the stated values of input and boundary 

parameters. 

3.9.3. Computing the Model Solution 

Once a model is fully defined, it is ready to be solved using finite element 

analysis (FEA).  To understand the finite element technique, it can be instrumental to 

work through a simple example.  Consider a solid block of material with equal and 

opposite forces acting on two corners.  To find the displacement of all points inside the 

material as a result of these forces, FEA can be utilized.  If the material is split into a 

number of volumes, and therefore a set of nodes are defined, then any connection 

between neighboring nodes, an element, can be thought of as a small spring with some 

stiffness k, as shown in Figure 3-89.  For each element, Hooke’s law (a linearization of 

the bulk material response) is used to describe the force f as a function of displacement 

 

Figure 3-89: Example of a finite element mesh, with the elements 

connecting neighboring nodes shown as small springs. 
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dx: 

       (3.237) 

Because a steady system must have no net forces acting on it, the net external force 

vector on any node j,    , can be written as the sum of the element force vectors acting on 

the node: 

          

 

                                                (3.238) 

where      is the displacement of node j and kij is the stiffness corresponding to the element 

connecting nodes i and j (zero between non-neighboring nodes).  When expanded, this 

expression can be written as a function of the displacements of all the other nodes and the 

stiffness values of the various connecting elements.  If all the nodes in a domain are 

considered, the full expansion of Equation (3.238) for all the nodes can be written in 

matrix form, where          : 

 
       

   
       

  
    
 

    

   
   
 

   

  (3.239) 

The relation in Equation (3.239) can be written using capital letters to represent each 

matrix and vector: 

     (3.240) 

where K is known as the stiffness matrix.  For the example shown in Figure 3-89, the net 

external force acting on all the nodes except two corner nodes is zero, as there are no 

external forces acting on any of these nodes.  For the top-left and bottom-right corner 

nodes, however, each has an external force applied to it of equal magnitude but in 

opposite directions.  The external force vector F is thus fully defined.  The displacement 
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of all nodes, represented by the displacement vector U, is then found through the 

following relation: 

       (3.241) 

The stiffness matrix must be inverted to solve the problem, and matrix inversion 

is a computationally intensive task.  Depending upon the problem being solved, however, 

the matrix is usually sparse, which means most elements are 0, and this allows a number 

of inversion algorithms, such as LU factorization, to be utilized in order to reduce the 

computational complexity of the inversion process.  In practice, a number of inversion 

algorithms are employed depending on the structure of the stiffness matrix, including 

direct inversion schemes such as the PARDISO and SPOOLES techniques, and iterative 

schemes such as the GMRES method.  COMSOL, accessed through a MATLAB front-

end, includes these solution algorithms as part of its solver package, and in this work its 

solvers are utilized to compute FEA solutions. 

For carbon fuel cell models, an analogous FEA process is utilized, in which a 

stiffness matrix is defined and the parameters of interest at each node, known as the 

displacements, are found by multiplying the inverse of the stiffness matrix by a known 

input vector, known as the forces.  Once the stiffness matrix is successfully inverted and 

the solution at each node is found, values at any point in the domain can be calculated by 

a quadratic spline interpolation based on the computed values at neighboring nodes.   

More nodes in a model domain will result in a more accurate solution, but will also 

require more computational time.  The inversion process itself, depending upon the 

algorithm employed, is between a numerical complexity order of 2.3 and 3, meaning that 

a doubling in the number of nodes can result in a 4 to 8 times longer computation.  As a 

result, the number of volumes within each domain must be carefully controlled to ensure 

an accurate solution without requiring an excessive amount of time to solve. 

With the FEA solution process clarified, the model described in Figure 3-87 can 
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now be readily solved using the finite element technique.  First, all the necessary input 

parameters are used to solve a FEA model of the resistance module, producing a solution 

voltage and current field throughout the resistor.  Next, the resistor heat transfer module 

uses these fields in its own FEA model to produce a solution temperature field throughout 

the resistor. 

For the model detailed schematically in Figure 3-88, and for all the fuel cell 

models that are developed later in this chapter, the solution process is not as 

straightforward.  In these models, the modules are bi-directionally coupled, meaning that 

the solution of each depends on the solution of the other.  In the example above, the 

temperature field in the resistor is calculated, in part, based on the heat flux from the 

resistor to the surrounding air.  However this heat flux, calculated in the natural 

convection module, depends on the temperature field.  It is thus impossible to calculate 

one directly without knowing the other. 

To circumvent this issue, the governing equations for each module are solved in 

parallel, instead of in series, using a single large FEA model.  The result is that a single, 

large stiffness matrix is developed for the finite element problem based on the equations 

of all the modules.  This stiffness matrix will include the linking terms that couple the 

displacements in one module to those in another, and the forces in one module with those 

in another.  The result is a large single stiffness matrix, which can then be inverted to find 

the displacements for all nodes and modules in one pass.   Unfortunately, these linking 

terms often occur very far from the diagonal in the stiffness matrix, which adds 

considerable difficulty, and therefore computation time, to the inversion process.  In 

addition, inverting two n x n matrices takes between one half to one quarter the time of 

inverting a single 2n x 2n matrix, and therefore computation time can quickly grow very 

long as multiple bi-directionally coupled modules are solved in parallel using a single 

stiffness matrix. 

For very complex models, a segregated solution technique can be used to try to 
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reduce the computation time.  In this technique, the single large FEA problem is split into 

two smaller, more manageable FEA problems.  Because these two FEA problems are bi-

directionally coupled, a guess solution for one of the FEA models must be provided to the 

solver.  Using these guess parameters, the other FEA model is then solved to produce a 

solution.  This solution is used by the first FEA model to find a new solution, which is 

again utilized by the second FEA model.  This process is continued until the computed 

solutions match across iteration steps, signifying a convergence of the model result.   

As an example, for the problem shown schematically in Figure 3-88, a guess of 

the resistor surface temperature distribution can be used to solve the natural convection 

module, producing a solution set of heat fluxes at the resistor surface.  These surface 

fluxes can be used to find a new resistor temperature field, which is then used by the 

natural convection module to solve for an updated heat flux field.  This process is 

continued until the solutions converge.  A Newton-Raphson style algorithm can also be 

utilized between iterations in order to alter the calculated solution steps and push the 

solution towards convergence faster.  For the right set of problems, this iterative process 

can converge faster than the time it would take to calculate the inverse of the combined 

stiffness matrix, and may also be more computationally stable.  However, it can also lead 

to long convergence times or numerically unstable solutions for other models.  As a 

result, the segregated solver method is used only in special cases, and the use of this 

solver strategy is noted where appropriate. 
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4. The Packed Carbon Bed Reactivity Model 

The distinguishing feature of carbon fuel cell devices is the solid carbon fuel bed 

that is placed in direct contact with the fuel cell anode.  Through the CO-shuttle 

mechanism described in Section 2.1.1, the solid carbon fuel reacts with carbon dioxide in 

the gas phase to produce CO, which in turn reacts at the fuel cell anode to produce more 

CO2. 

In a conventional fuel cell that operates on a gaseous fuel source, mass transport 

effects limit the rate at which fuel can be supplied to the electrode surface.  By increasing 

fuel flow rates, the maximum fuel delivery rate can be increased, and therefore ensuring 

an adequate supply of fuel to the electrode surface is readily accomplished by monitoring 

the fuel flow rate.  In a carbon fuel cell, however, the maximum fuel delivery rate is tied 

to the Boudouard reaction.  The kinetics of the reaction dictate the maximum rate at 

which CO can be produced in the fuel bed, which in turn dictates the maximum rate at 

which this CO can be delivered to the anode.  Adding more fuel to the carbon bed will 

increase the amount of CO produced in the bed, but as this CO is produced further and 

further away from the electrode surface, the probability of it reaching the surface before 

escaping the cell through the exhaust decreases.  As a result, Boudouard reaction kinetics 

play an important role in determining the maximum fuel delivery rate to the anode, and 

therefore the maximum cell current. 

Another important difference between conventional cells fueled with gaseous 

sources and CFCs is that in a CFC, the quantity of carbon in the fuel cell is fixed.  If the 

fuel cell current is lowered, the quantity of CO required at the anode surface will fall 

accordingly.  The carbon bed, however, will continue to produce CO from CO2 at near 

the same rate, and therefore more CO will escape from the cell.  This increase in the 

amount of CO leaving the cell represents a decrease in cell efficiency according to the 
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mechanisms described in Section 3.8.2.  The result is that because the fuel input to a 

carbon fuel cell is fixed, the cell is not able to readily adjust when the cell current 

changes to maintain high fuel utilization rates. 

These unique characteristics of CFC devices raise two important questions: 

 In what way does the quantity of carbon fuel in a CFC affect the 

maximum realizable fuel cell current? 

 In what way does the quantity of carbon fuel in a CFC affect the cell 

efficiency when operated below the maximum realizable fuel cell current? 

The packed carbon bed reactivity model was developed to answer these questions.   

4.1. Model Design and Parameters 

In order to study fuel bed performance without electrochemical effects or 

limitations influencing model results, the packed carbon bed reactivity model focuses 

solely on the fuel bed itself.  The behavior of the fuel bed will depend on three 

mechanisms: the first is the rate at which CO is produced in the bed through the 

Boudouard reaction, the second is the rate at which CO flows and diffuses through the 

bed to either the anode surface or the exit plane, and the third is the rate at which thermal 

energy is transported throughout the bed to maintain necessary temperatures.  To account 

for these three behaviors, the model is built using the Boudouard gasification module 

described in Section 3.2, the packed bed convection and diffusion module described in 

Section 3.3, and the packed bed heat transfer module described in Section 3.4.  The 

model is built in such a way, however, as to make the heat transfer module optional, in 

order to both decrease computation time and study bed performance under isothermal 

conditions.  When this module is enabled, the full temperature field throughout the bed is 

calculated based on a set temperature at the cell anode, and the segregated solver is used 

in order to reduce computation times.  When the packed bed heat transfer module is 
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disabled, an isothermal assumption is used throughout the bed and the bed temperature 

becomes a required input.   

To provide a model that can produce results useful for many cell designs and 

orientations, a domain based on a button cell geometry is utilized.  The bed is taken as a 

cylinder with radius ro, equal to the inner radius of the anode chamber, and height, h, 

equal to the depth of the fuel particle bed.  This geometry, represented using a 2-D 

axisymmetric domain, is shown in Figure 4-1.  The boundary condition at the top of the 

bed (z=h), is modeled as an open surface where any mass flux out of the system is due to 

convection. The anode surface is defined as the bottom boundary of the domain (z=0).  

The outer surface (r=ro) is modeled as a solid boundary, and hence all mass and heat 

fluxes across this boundary are 0.  For this model, the domain radius ro is set to 1.05 cm 

to match the anode chamber dimension of experimental button cell devices.  The choice 

of ro will not affect the model results, however, as the bed concentration profiles and 

pressure profiles are constant in the radial direction.  The model results are therefore 

valid for any planar geometry.   

The model based on this domain has two independent input parameters: the cell 

current density i and the fuel bed height h.  Because the domain is valid for any planar 

 

Figure 4-1: Model domain for the packed carbon bed reactivity model. 
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geometry, the inputs and results are normalized by area, and therefore h can be thought of 

as the volume of fuel in the bed normalized by the electrode area.  The cell current 

density i is the other input parameter.  It is taken as a given, instead of calculated using 

electrochemical modules, in order to allow the model to calculate the bed response given 

any theoretical current density applied through the cell. 

In order to answer the questions posed above, two output values are calculated for 

each model run.  The first output parameter is the minimum concentration of CO in the 

carbon bed, which occurs at the anode surface.  This parameter, defined as [CO]anode, is 

found by evaluating the concentration of [CO] at the anode surface (z=0) from the model 

results.  The minimum bed height to support a given cell current density, hmin, can then be 

found by running the model for a given current density i and decreasing the overall bed 

height h until the mole fraction of CO at the anode represents less than 0.0001% of the 

gas phase.  It should be noted that this current density represents the maximum that the 

fuel bed of height h could support, based on the gradient established by the given current 

at the anode.  It does not, however, represent the maximum realizable current density in a 

real device, as this very low concentration of CO at the anode would result in very slow 

surface reaction kinetics, which are a function of the CO concentration; a very small 

current would result.  This minimum bed height is therefore a measure of bed kinetics 

and provides a parameter to study and understand whether the bed will be a rate limiting 

step in the overall carbon fuel cell reaction. 

The other output parameter of interest is the efficiency of the cell.  Overall cell 

efficiency, as defined by Equation (3.226), depends on a number of parameters, of which 

the carbon bed behavior is only one portion.  In order to determine the effect of the 

carbon bed operation on the overall efficiency, the fuel bed utilization, as defined by 

Equation (3.225), is used.  This expression essentially calculates the number of electrons 

realized per carbon atom reacted divided by the maximum number of electrons that could 

have been utilized per carbon atom (4).  For this model, this expression takes the form: 
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 (4.1) 

Together, these inputs and outputs allow the packed carbon bed reactivity model 

to find the effects of carbon bed kinetics and transport on overall cell behavior, without 

clouding the outputs with other effects and losses due to cell electrochemical processes.  

The full list of required inputs for this model, excluding all the inputs for its various 

modules, is listed in Table 4-1.  The model outputs, including the important outputs from 

its various modules, are listed in Table 4-2.  Finally, a flow diagram showing key inputs 

and outputs, each module in the model, and how module parameters are coupled is shown 

in Figure 4-2.  A similar flow diagram for the scenario when the packed bed heat transfer 

module is disabled is shown in Figure 4-3.  The 

Table 4-1: Packed carbon bed model inputs.  Inputs required by the 

model modules can be found in the appropriate table in Chapter 3. 

Symbol Description Units 

h Fuel bed height cm 

i Cell current density mA/cm
2
 

ro Domain radius (1.05 cm used) cm 

T System isothermal temperature or anode surface 

temperature 

K 

Table 4-2: Important packed carbon bed model outputs. 

Symbol Description Units 

T Temperature field K 

[CO] Molar concentration field of CO  moles/m
3
 

[CO2] Molar concentration field of CO2  moles/m
3
 

P Pressure field in gas phase Pa 

    Velocity field m/s 

      Fuel bed electron efficiency  

[CO]anode Minimum bed CO concentration moles/m
3
 

 



 

  

Chapter 4.1 – page 238 

 
Figure 4-2: Flowchart diagram of the packed carbon bed model showing 

inputs, coupling values, and important outputs. 



 

  

Chapter 4.2 – page 239 

 

Figure 4-3: Flowchart diagram of the packed carbon bed model with the 

packed bed heat transfer module disabled.   

4.2. Model Validation 

To validate the packed carbon bed model, an experimental button cell device was 

constructed in the lab using the same procedure as outlined in Section 3.7.4.1.  The 

device was filled with activated carbon fuel to a depth of 1 cm, and the 

potentiostat/galvanostat was utilized to apply different fixed current loads over the cell.  

For each experimental run, a fixed current would be applied to the cell using the 

galvanostat, and the voltage on the cell would be monitored until it reached a steady state 

value, usually after approximately one hour.  The chemical makeup of the anode exhaust 
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gases was then determined through gas chromatography of the exhaust gases with a 

thermal conductivity detector.   

In a GC, the sample gas is passed through a long heated column filled with a 

porous polymer material.  The various constituent species in the gas adsorb onto the 

polymer, with the amount adsorbed directly proportional to the amount of species in the 

gas phase.  When a GC measurement is taken, the column inlet gas flow is switched to an 

inert carrier gas, whose thermal conductivity is sufficiently different than the constituent 

species of the sample gas.  As the carrier gas passes through the polymer column, the 

different species adsorbed on the polymer will desorb from the surface and become 

entrained in the carrier gas.  The time after the carrier gas is flowed into the column at 

which the species desorbs, however, is different for each species, and as a result the 

column acts as a separation device, splitting the sample gas into its various constituents.   

After passing through the column, the carrier gas, with any species entrained 

within it, flows into the thermal conductivity detector.  In the detector, the gas flows over  

a heated filament, held at a constant temperature.  This stream is known as the sample 

stream.  A pure stream of the carrier gas flows over a similar filament in a neighboring 

chamber, and this stream is the reference stream.  The filaments are resistors, and the 

voltage loss over each is measured relative to each other using a Wheatstone bridge.  

When both gas flows are made up of the carrier gas, the voltage drop over each will 

match and a zero volt signal will be outputted by the GC.  When one of the species from 

the sample gas desorbs and enters the carrier gas in the sample stream, its thermal 

conductivity will change, and as a result the heat flux from the filament into the gas will 

change.  To compensate, the current through the filament will also change, resulting in a 

change in the voltage over the filament.  As a result, the stream and reference filaments 

will register different voltage drops, and the GC outputs this difference.   

The result of a GC run, known as a chromatograph, is therefore a trace of this 

voltage difference as a function of time, where the start of the run is defined as the point 
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at which carrier gas is introduced into the column.  At the points in time where each 

constituent species from the sample gas desorbs, a corresponding voltage spike will be 

visible in the chromatograph, and the size of this spike will be directly proportional to the 

amount of gas in the original sample.  Depending upon the gases in the sample that are to 

be separated, different column materials can be used, and different GC recipes, which 

control the column temperature, filament temperature, gas flow rates, and other 

parameters, can be programmed to best separate the various gas peaks and produce a 

clean result.  For each column and recipe pair, the GC must be calibrated.  During 

calibration, pure gases and gas mixtures of known makeup are passed through the GC 

and chromatographs are taken.  These runs allow for the operator to determine which 

peaks correspond to which gases, and to fit the size under each peak to the known 

quantity of gas passed through the GC.  After these calibrations are performed, a 

chromatograph on an unknown gas using the same column and recipe can be interpreted.  

For the GC experiments conducted in this dissertation, a single column type and recipe 

was used, and its description, along with calibration curves, are included in Appendix C. 

For the validation experiments, the test cell was operated at known current 

densities between 0 and 100 mA/cm
2
 for operating temperatures of 1023 K, 1098 K, and 

1173 K.  At each temperature and current density pair, a chromatograph was taken and 

used to determine the molar fraction of CO and CO2 in the cell exhaust gas.  A sample 

chromatograph for the cell operating at 1098 K and a voltage of -0.37 V is shown below 

in Figure 4-4.  The first peak in the chromatograph corresponds to CO, while the second 

smaller peak corresponds to CO2.  The area under each peak is found using a numerical 

integration, and this value is then transformed into the mole fraction of the species in the 

exhaust using the calibration curves included in Appendix C. 

In order to ensure that the measured chromatograph results are comparable to the 

model domain for the packed carbon bed model, a check was performed on the 

chromatograph results to ensure that no leaks were present in the test device.  If a leak 
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occurred in the device, oxygen from the air could enter the anode chamber and react with 

the fuel bed.  As a result, the concentrations of CO and CO2 would be altered by the 

presence of molecular oxygen, and the measured mole fractions of carbon monoxide and 

carbon dioxide would no longer correspond to a bed where the only source of oxygen 

was the anode surface, and would therefore no longer correspond to a scenario that could 

be simulated using the packed carbon bed model. 

In order to verify a leak-free cell, the GC results were again used to calculate the 

total flow of oxygen atoms out of the cell.  Since the measurements were conducted 

during steady-state operation, all the oxygen atoms in the CO and CO2 exiting the cell 

would have to come from oxygen ions conducting through the fuel cell electrolyte in a 

leak free system.  This ion flux through the electrolyte is directly proportional to the 

current flowing the cell, which is a set parameter controlled using the galvanostat.  It is 

therefore possible to use the GC results to determine the expected current density in the 

cell based on the flux of oxygen out of the system, and this number should match the 

known current density set by the galvanostat for leak-free devices. 

The result of these calculations is shown in Figure 4-5 for all the temperature and 

current density values tested using the experimental device.  The y-axis shows the 

 

Figure 4-4: Sample chromatograph for a button cell operating on 

activated carbon at -0.37 V and 1098 K.  The first peak corresponds to 

the carbon monoxide concentration in the sample, and the second peak 

corresponds to carbon dioxide. 
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expected cell current based on a the oxygen flux out of the cell and through the GC, while 

the x-axis shows the known current for each measurement point.  The dashed line 

represents the match line, where the current predicted by the GC and set by the 

galvanostat are the same.  The results show that for all the points tested, the predicted cell 

current based on the GC results was within 15 mA/cm
2
 of the actual cell current set by 

the galvanostat, verifying that the cells were essentially leak-free.   

Based on this verification, the packed carbon bed model was utilized to simulate 

the operation of the experimental device over a range of current densities for each 

temperature for which GC data was taken (1023 K, 1098 K, and 1173 K).  The fuel bed 

height in the model was set to 1 cm, the same as in the fuel cell, and the parameters for 

the activated carbon fuel, as reported in Section 3.2.5.6, were utilized in the model.  

Because the experiments were run inside a tubular furnace and the temperature in the 

system was held nearly constant, the model without the heat transfer module was utilized.  

 

Figure 4-5: Verification of a leak-free cell.  A predicted cell current 

density based on GC measurements is shown (y-axis) compared against 

the actual current density for each measurement point. 
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The mole fraction of CO in the anode exhaust was then computed based on the model 

results, and compared against the measured values from the gas chromatograph.  The 

result of this validation study is shown in Figure 4-6. 

The validation plot demonstrates that the simulation results from the packed 

carbon bed model accurately predict the anode exhaust CO mole fraction measured from 

experimental devices using a gas chromatograph, with a maximum relative error of under 

5% for all simulations.  The validation confirms that the packed carbon bed model can be 

use to determine the fuel bed operational characteristics. 

4.3. Model Results and Discussion 

To predict the operational performance of the carbon fuel bed, the packed carbon 

bed model was utilized to examine each of the fuels introduced and described in Section 

3.2.5: activated carbon, Wyodak coal, corn stover, rice straw, almond shell, and wood 

bark.  For each fuel, the model was exercised for cell current loads ranging from 

10 mA/cm
2
 to 1600 mA/cm

2
 at 10mA/cm

2
 increments.  At each simulated current load 

level, the minimum bed height, hmin, to support the cell current density was calculated, as 

 

Figure 4-6: Packed carbon bed model validation.  Simulation results 

(dashed) and experimental data (points) are shown. 
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well as the bed heights that produced anode exhaust CO mole fractions of 5%, 15%, 25%, 

35%, 45%, 55%, 65%, 75%, 85%, and 95%.  These values corresponds to a fuel 

utilization, as defined by Equation (4.1), of 97.5%, 92.5%, 87.5%, 82.5%, 77.5%, 72.5%, 

67.5%, 62.5%, 57.5%, and 52.5% respectively.   

For all the fuels studied, the packed carbon bed model was exercised utilizing the 

packed bed heat transfer module enabled.  Due to the high computational cost of the heat 

transfer module, simulations were run to a maximum bed height of 2 mm.  A 

representative solution for a bed height of 1 mm and a current density of 400 mA/cm
2
 

using Wyodak coal as a fuel is shown in Figure 4-7 and Figure 4-8.  The full results for 

all the simulations are shown in Figure 4-9 through Figure 4-14.  

 

Figure 4-7: Representative model 

solution showing the temperature profile 

throughout the bed. 

 

Figure 4-8: Representative model 

solution showing the CO mole fraction 

throughout the bed, as well as the gas 

phase velocity (arrows). 

The representative solution reveals that, as expected, both the temperature profile 

in the bed and the CO concentration profile in the bed are constant in the radial direction, 

affirming the applicability of this model to any flat cell geometry.  In addition, as 

expected, the temperature falls and the CO concentration increases as you move further 

away from the anode surface.  This effect is due to the endothermic Boudouard reactions 

occurring in the bed. 
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Figure 4-9: Packed carbon bed model 

results for activated carbon fuel. 

 

Figure 4-10: Packed carbon bed model 

results for almond shell fuel. 

 

 

Figure 4-11: Packed carbon bed model 

results for corn stover fuel. 

 

Figure 4-12: Packed carbon bed model 

results for rice straw fuel. 
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Figure 4-13: Packed carbon bed model 

results for wood bark fuel. 

 

Figure 4-14: Packed carbon bed model 

results for Wyodak coal fuel. 

The full simulation results indicate that all six fuels are able to support large 

current densities with only modest fuel bed depths.  The current densities the fuels are 

capable of supporting, even at bed heights of 2 mm, are in excess of values that would 

provide practical power densities for a real system and also compare favorably to current 

densities reported for state-of-the-art fuel cell systems operating on hydrogen.  These 

results therefore indicate that the fuel gasification kinetics in carbon fuel cells will not be 

the limiting mechanism that defines overall behavior.  The results also indicate that fuel 

bed utilization efficiencies can also be extremely high, with values in excess of 97.5%, 

indicating that over 3.9 electrons are realized for each carbon atom consumed.  An ideal 

operating regime can therefore be defined in the region below the 95% fuel utilization 

efficiency line and above the minimum bed height line.  For any given cell current 

density, a fuel bed height chosen within this optimal regime will allow for enough fuel to 

support the desired current density, as well as not so much fuel as to lower overall 

operational efficiency.   

The comparison between fuels shows that the artificially produced activated 

carbon fuel has the worst performance of all fuels.  This result is expected, as the 

activated carbon reactivity from TGA results shown in Section 3.2.5 is nearly one order 
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of magnitude lower than the other fuels.  This effect is partially offset by the considerably 

higher specific surface area of the fuel.  The fuel that performs best is corn stover, 

followed closely by almond shells.  For any given current density, these fuels had the 

lowest minimum fuel bed height of any of the chars studied, revealing a faster rate of CO 

production within the fuel bed for these materials.  All of the chars, however, performed 

well and did not show large discrepancies in behavior, revealing that a wide array of fuel 

sources can be employed in CFC devices without large changes in bed performance. 

A comparison between the model results with the heat transfer module enabled 

and disabled for activated carbon is shown in Figure 4-15 and Figure 4-16.   The model 

result for Wyodak coal with the heat transfer module disabled is shown in Figure 4-15, 

but with the same y-axis limits as Figure 4-14, allowing for a direct comparison of model 

results with and without the heat transfer module.  Figure 4-16 shows the absolute error 

between the two solution sets, defined as the fuel bed utilization with heat transfer 

enabled minus the solution with the module disabled.  In addition, the minimum bed 

height solution line with the heat transfer module enabled is shown in the figure as a 

dashed black line.   

The comparison shows that the results without the heat transfer module produce 

solutions with lower minimum bed heights for any given current density, and that the fuel 

bed utilization at any point is artificially low in the isothermal case.  This result is as 

expected, as when the heat transfer module is included, the bed temperature at the anode 

surface is fixed at 1173 K, but the temperature throughout the bed will be lower as energy 

is consumed by the Boudouard reaction.  In the model results without the heat transfer 

module, however, the temperature throughout the bed is assumed to be a constant 

1173 K.  In the model with the heat transfer module enabled, lower temperatures away 

from the anode surface result in slower kinetics in the bed.  Less CO is therefore 

produced in the bed as a whole, which necessitates a larger bed to support a given current 

density while also raising the fuel utilization efficiency for any given bed height.   
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Figure 4-15: Packed carbon bed model 

results for Wyodak fuel, without the 

heat transfer module.  Y-axis has been 

chosen to match Figure 4-14.  

 

Figure 4-16: Error in the solution shown 

in Figure 4-15, as compared against 

Figure 4-14.  The minimum bed height 

solution from Figure 4-14 is shown as a 

dashed black line. 

 As a result, model results without the heat transfer module will be artificially 

optimistic for the minimum bed height solution, and overly pessimistic for the fuel 

utilization efficiency at any given operating condition.  Despite this, the model results 

with heat transfer disabled are quite good (within 5 percentage points) away from the 

minimum bed height boundary, and therefore the fuel utilization rate far from this line 

can be relied upon.  To gain insight into the shape of the fuel utilization contours above a 

bed height of 2 mm, simulations were run again for all fuels with the packed bed heat 

transfer module disabled in order to decrease computation time and simulate behavior up 

to a bed height of 12 mm.   The simulation results are shown below in Figure 4-17 

through Figure 4-22.  A black dashed line has been added to these plots, indicating the 

minimum bed height solution for the fuel with the heat transfer module enabled.  Beyond 

a height of 2 mm, this dashed line is interpolated based on a cubic fit to the solution up to 

that point.  It is provided as a guide only to show the possible location of the minimum 

bed height contour, and should not be used as a direct quantitative measure.  As 

previously noted, fuel utilization rates near the solid black minimum bed height solution 

line are likely suspect in these results, and predict lower performance than would be 
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found with the heat transfer module enabled.  Above a bed height of 2 mm, however, the  

 

 

Figure 4-17: Packed carbon bed model 

results for activated carbon fuel with the 

heat transfer module disabled. 

 

Figure 4-18: Packed carbon bed model 

results for almond shell fuel with the 

heat transfer module disabled. 

 

 

Figure 4-19: Packed carbon bed model 

results for corn stover fuel with the heat 

transfer module disabled. 

 

Figure 4-20: Packed carbon bed model 

results for rice straw fuel with the heat 

transfer module disabled. 



 

  

Chapter 4.3 – page 251 

 

Figure 4-21: Packed carbon bed model 

results for wood bark fuel with the heat 

transfer module disabled. 

 

Figure 4-22: Packed carbon bed model 

results for Wyodak coal fuel with the 

heat transfer module disabled. 

divergence between the minimum bed height solutions means that the fuel utilization 

efficiency within the dashed line limit is likely accurate to within five percentage points.  

These results are therefore useful as a quantitative bound on actual fuel bed behavior for 

a given scenario above the 2 mm bed height level.   

These results reveal that both wood bark and Wyodak coal have nearly identical 

fuel utilization contours for bed heights far exceeding the minimum for any cell current 

density.  These fuels also outperformed the other fuels in this metric, providing a 

consistently higher overall cell efficiency at bed heights above the minimum.  Corn 

stover exhibited the largest drop-off in efficiency, followed by rice and almond shell.  

These results are expected, as the corn stover had the lowest minimum bed height, 

indicating fast kinetics.  These fast kinetics would result in more CO production away 

from the anode surface, and therefore lower fuel utilization rates.  As a result, these 

results clarify that a choice of a more reactive fuel will likely lead to lower operating 

efficiencies, as the reactive fuel will convert more exhaust CO2 to CO on its way out of 

bed.  Just as before, these results also reveal that activated carbon, although a good 

laboratory fuel, has poor overall performance due to its lower overall reactivity.  
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5. The Air-Carbon Fuel Cell Model 

Although the packed carbon bed model is useful in demonstrating the 

performance of various solid fuels, its lack of a coupled electrochemistry module limits 

its usefulness.  The air-carbon fuel cell model was developed to overcome this 

shortcoming.  The model is capable of performing fully coupled simulations of a 

complete air-carbon fuel cell, predicting cell and system level operational efficiency, 

power output, and auxiliary power loads, as a function of system operating conditions. 

By including cathode dynamics and electrochemistry, the air-carbon fuel cell 

model allows for the operational space of air-carbon fuel cell systems to be interrogated 

through simulation, instead of experimentation.  As a result, a large number of geometries 

and combinations of fuels and cell materials can be readily studied and compared without 

the need to construct and physically test every possible combination.  The ACFC model 

is therefore capable of exploring and answering fundamental questions about ACFC 

operational behavior, including: 

 How does fuel cell geometry affect cell efficiency and average power 

density? 

 For a given system, how does the electrode material affect overall cell 

performance? 

 For a given cell geometry, how does the quantity of carbon fuel in a CFC 

affect the cell efficiency and average power density?   

5.1. Model Design and Parameters 

In order to accurately predict air-carbon fuel cell behavior, the ACFC model 

couples the full bed kinetics of the packed carbon bed model with mass and heat transfer 
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effects in the cathode chamber through the laminar gas convection and diffusion module 

described in Section 3.5 and the gas phase heat transfer module described in Section 3.6.  

The electrochemistry effects are also included in the model through the electrochemistry 

module described in Section 3.7.  Finally, the balance of system module described in 

Section 3.8 is utilized as a post-processor to determine the efficiency of a full air-carbon 

fuel cell system.   

As in the packed carbon bed model, the ACFC model is built in such a way as to 

make the heat transfer modules optional in order to decrease computational time.  When 

these modules are enabled, the full temperature field throughout the fuel cell system is 

calculated based on a set temperature at the cathode inlet, and the segregated solver is 

used in order to reduce computational time.  When the heat transfer modules are disabled, 

an isothermal assumption is used throughout the system and this temperature becomes a 

required input.  

To explore ACFC behavior, two separate cell geometries are considered: a planar 

button cell and a tubular cell.  For the planar cell geometry, the bed is taken as a cylinder 

with radius ro, equal to the inner radius of the anode chamber, and height, ha, equal to the 

depth of the fuel particle bed.  The entire bottom boundary of the fuel bed is taken as the 

anode electrode of the YSZ electrolyte.  The electrolyte itself has a thickness te and a 

radius equal to the radius of the anode chamber ro.  The cathode chamber is then attached 

to the bottom surface of the YSZ electrolyte, and has a fixed height hc.   

This geometry is represented using three connected 2-D axisymmetric domains, 

as shown in Figure 5-1.  The first domain, the anode domain, represents the carbon bed in 

the anode chamber.  The boundary condition at the top of the bed (z=ha) is modeled as an 

open surface where any mass flux out of the system is due to convection. The anode 

surface is defined as the bottom boundary of the domain (z=0).  The outer surface (r=ro) 

is modeled as a solid boundary, and hence all mass and heat fluxes across this boundary 

are 0.  The next domain is the fuel cell domain and is made up of the YSZ electrolyte.  
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This domain serves to connect the anode domain to the cathode domain, which is the last 

domain in this modeled geometry.  For the cathode domain, the boundary at the top of the 

chamber (z=-te) is modeled as the cathode surface.  The boundary condition along the 

outer surface (r=ro) is modeled as a solid boundary through which no mass passes.  The 

bottom surface (z=-te-hc) is modeled as an open surface where any mass flux in to or out 

of the system is due to convection.  For this model, the domain radius ro is set to 1.05 cm 

to match the anode chamber dimension of experimental button cell devices.  The choice 

of ro will not affect the model results, however, as the bed concentration profiles and 

pressure profiles are constant in the radial direction.  The model results are therefore 

valid for any planar geometry. 

The other geometry that is considered for the ACFC model is a tubular cell 

geometry.  In the tubular geometry, a YSZ tube of inner radius rc, thickness te, and active 

height h is partially buried in a carbon fuel bed to a depth of hb.  Air flows into the inside 

of the YSZ tube (the cathode chamber) from the bottom of the device, and leaves from 

the top.  The entire assembly is then enclosed in a large cylinder of inner radius ro.  The 

space above the carbon bed is therefore an anode freeboard section where both CO and 

 

Figure 5-1: Button cell domain used by the ACFC model. 
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CO2 flow. 

This geometry is represented through four separate 2-D axisymmetric domains, as 

shown in Figure 5-2.  The first domain, the fuel bed domain, represents the portion of the 

anode chamber within which the bed sits.  The outer edge (r=ro) and bottom edge (z=0) 

of this domain is taken as a closed boundary through which no mass can pass.  The inside 

boundary (r=rc+te) is taken as the anode surface, and the top boundary of this domain 

(z=hb) is coupled directly to the next domain, the anode freeboard domain.  This domain 

represents the space in the anode chamber above the fuel bed where gases flow.  The 

outer edge of this domain (r=ro) is also taken as a closed boundary, while the top edge 

(z=h) is taken as an open boundary where all mass fluxes out of the system are due to 

convection.  The inner boundary (r=rc+te) is taken as an active anode surface, and is 

coupled to the fuel cell domain.  The fuel cell domain encompasses the fuel cell itself, 

and connects both the fuel bed domain and the anode freeboard domain to the cathode 

domain.  In the cathode domain, the bottom boundary (z=0) is taken as an inlet boundary 

condition, where a pre-defined volumetric flux of air is injected.  The outer surface (r=rc) 

is taken as the cathode surface, while the top edge (z=h) is an open boundary condition 

 

Figure 5-2: Tubular cell domain for use in the ACFC model. 
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where all mass fluxes out of the system are due to convection.  The inner surface (r=0) is 

an axisymmetric boundary condition. 

In order to answer the questions posed in the previous section, multiple output 

values are calculated for each model run for both geometries.  These outputs, including 

the cell average power density and cell and system efficiencies, are calculated from the 

model results by the balance of system module using the equations and methods 

described in Section 3.8. 

Together, these inputs and outputs allow the ACFC model to simulate air-carbon 

fuel cell behavior with heat and mass transfer effects, as well as electrochemical effects, 

fully coupled throughout the system.  The full list of required inputs for this model, 

excluding all the inputs for its various modules, is listed in Table 5-1.  The model 

outputs, including the important outputs from its various modules, are listed in Table 5-2.  

Finally, a flow diagram showing key inputs and outputs, each module in the model, and 

how module parameters are coupled is shown in Figure 5-3 and Figure 5-4 for the button 

cell and tubular cell geometries, respectively.  Similar flow diagrams for the scenario 

when the packed bed heat transfer module is disabled are shown in Figure 5-5 and Figure 

5-6. 
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Table 5-1: ACFC model inputs.  Inputs required by the various modules 

utilized by this model can be found in the appropriate table in Chapter 3. 

Symbol Description Units 

Button Cell Model 

ha Fuel bed height cm 

te Electrolyte thickness cm 

hc Cathode chamber height cm 

ro Domain radius cm 

E Cell voltage V 

T System isothermal temperature or cathode 

exhaust temperature 

K 

Tubular Cell Model 

h System height cm 

hb Fuel bed height cm 

te Electrolyte thickness cm 

rc Cathode chamber radius cm 

ro Domain radius cm 

E Cell voltage V 

T System isothermal temperature or cathode 

exhaust temperature 

K 

Table 5-2: Important ACFC model outputs. 

Symbol Description Units 

T Temperature field K 

[CO] Molar concentration field of CO  moles/m
3
 

[CO2] Molar concentration field of CO2  moles/m
3
 

[N2] Molar concentration field of N2  moles/m
3
 

[O2] Molar concentration field of O2  moles/m
3
 

P Pressure field in gas phase Pa 

    Velocity field m/s 

      Cell efficiency  

        System efficiency  

     Average cell power density mW/cm
2
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Figure 5-3: Flowchart diagram of the ACFC button cell model showing 

inputs, coupling values, and important outputs. 
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Figure 5-4: Flowchart diagram of the ACFC tubular cell model showing 

inputs, coupling values, and important outputs. 
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Figure 5-5: Flowchart diagram of the ACFC button cell model with the 

packed bed heat transfer module disabled.   
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Figure 5-6: Flowchart diagram of the ACFC tubular cell model with the 

packed bed heat transfer module disabled.   
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5.2. Model Validation 

To validate the air carbon fuel cell model, an experimental button cell device was 

constructed in the lab using platinum electrodes and the same procedure as outlined in 

Section 3.7.4.1.  Approximately one gram of activated carbon (Fisher Scientific) char was 

fed into the anode chamber to a depth of 1 cm, and a small helium purge flow was 

introduced to the top of the chamber to reduce oxygen infusion from the environment.  

The cell was placed into a quartz reactor vessel and lowered into a cylindrical heater.  

Dried air was fed into the cathode chamber.  A schematic of the experimental setup is 

shown in Figure 3-62.  

The cell was interrogated over a range of temperatures from 700-1000° C using a 

PAR 173 potentiostat/galvanostat.  The current-voltage (I-V) response was measured for 

the cell at each experimental temperature, and gas chromatography of both anode and 

cathode outlet gases was performed during the measurements in order to verify both the 

physical integrity of the cell and the transfer of oxygen from the cathode to the anode 

stream.  For each temperature at which an I-V curve was recorded, a simulation was 

conducted for a cell of the same geometry and bed depth, using an isothermal assumption 

 

Figure 5-7: ACFC model validation, showing experimentally measured 

I-V results for a button cell device, as well as simulated I-V curves for 

each experimental dataset. 
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(button cell model without the heat transfer modules enabled).  The model was run 

multiple times at different cell voltage levels in order to sweep out a simulated I-V 

response.  The results of the experimental test, with the simulated I-V curves shown as 

well, are shown in Figure 5-7.  The results demonstrate that the ACFC model is able to 

accurately predict fuel cell performance. 

5.3. Planar Cell Model Results and Discussion 

  In order to explore the operational space of ACFC devices, the ACFC planar cell 

model was exercised for a variety of fuels and electrodes at different cell voltages and 

fuel bed heights.  For each simulation, the model was utilized for cells with bed heights 

ranging from 1 mm to 8 mm operating with a cathode outlet plane temperature of 

1173 K.  Between heights of 1 and 2 mm, a step size of 0.1 mm between model runs was 

used, and between 2 and 8 mm a step size of 1 mm was utilized.  At each height studied, 

a solution was found for cell voltages ranging from 1.1 V to 0 V at 0.1 V increments.  

Between solutions, results were interpolated based on a linear interpolation.  In addition, 

the results at a bed height of 0 mm, a non-physical point with no solution, were found by 

taking the limit of the solution set above 0 mm as it approached zero bed height.  For 

each simulation, the average cell power density, cell efficiency, and system efficiency 

were calculated, producing a matrix of each solution as a function of the cell bed height 

and operating voltage. 

A representative solution for a planar cell ACFC with a corn stover fuel bed 

height of 4 mm and a cell voltage of 0.6 V is shown below.  Figure 5-8 shows the 

temperature distribution throughout the entire cell, while Figure 5-9 shows the mole 

fractions of CO in the anode (top domain) and oxygen in the cathode (bottom domain) as 

a function of location in the cell.  In both figures, the cell anode surface is located at z=0. 

Just as in the packed carbon bed model, the representative solution reveals that 
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both the temperature profile in the system and the reactant concentration profiles in the 

system are constant in the radial direction, affirming the applicability of this model to any 

flat cell geometry.  In addition, the maximum system temperature occurs at the electrode 

surface, and then falls as you move further away from the cell surface.  This is expected, 

as the exothermic CO oxidation reaction is occurring on the fuel cell.  On the anode side, 

the temperature drop is due to the endothermic Boudouard reactions occurring in the bed, 

while at the cathode, conduction of heat out of the cell produces the lower temperatures 

away from the cell surface. 

The full simulation results for corn are shown in Figure 5-10 through Figure 5-13.  

Figure 5-10 shows the cell efficiency as a function of bed height and voltage, Figure 5-11 

shows the system efficiency as a function of bed height and voltage, with the same color 

bar limits as Figure 5-10 to allows for direct comparison between the plots, and Figure 

5-12 shows the cell average power density as a function of bed height and operational 

voltage.  For clarity, Figure 5-13 shows the efficiency penalty that results from including 

the balance of system, which is defined as the difference between the cell and system 

efficiencies shown in Figure 5-10 and Figure 5-11 respectively. 

 

Figure 5-8: Representative temperature 

profile found by the ACFC planar cell 

model.  

 

Figure 5-9: Representative reactant mole 

fraction profile found by the ACFC 

planar cell model.  
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The results reveal that the cell is capable of operating at high cell and system 

efficiencies approaching 80% by utilizing a small bed and holding the voltage near open 

circuit.  The cell is also able to generate nearly 1 W/cm
2
 for bed heights greater than 

5 mm and cell voltages around 0.3 V.  These operating regimes, however, do not overlap, 

and the cell operates at under 20% total efficiency near the maximum power point, and 

with virtually no power output at the maximum efficiency point.  The results from Figure 

5-13 also reveal that the power requirements of the balance of system pumps and blowers 

is small compared with the output of the cell, and that overall drop in system efficiency, 

as compared with the cell efficiency, is only a few percentage points.  Further, the largest 

drops occur above an operating voltage of 0.8 volts.  This fact is likely caused by the low 

cell currents that are realized at these voltages, which translates in a small amount of heat 

being generated at the cell due to the exothermic CO oxidation reaction.  The 

endothermic reactions in the fuel bed likely dominate, and an external heat input becomes 

necessary to maintain system temperatures.  This extra energy input is taken into account 

by the balance of system module, leading to the drop in overall efficiency.  

To better understand the operational space of ACFC systems, the results from 

Figure 5-10 and Figure 5-11 can be combined into a single plot that represents the 

possible operational space of an ACFC device.  When collapsed together, a single plot 

 

Figure 5-10: ACFC planar cell model 

results for cell efficiency with corn 

stover fuel. 

 

Figure 5-11: ACFC planar cell model 

results for system efficiency with corn 

stover fuel. 
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that shows the relationship between cell power density, efficiency, and fuel bed height 

can be produced.  A second plot, which shows the balance of system efficiency penalty 

for the same operational space, can also be produced.  These two plots are shown in 

Figure 5-14 and Figure 5-15 for corn stover.  In addition, model results for activated 

carbon, almond shells, and Wyodak coal fuels are shown in Figure 5-16 through Figure 

5-21. 

The results indicate that the cell configuration studied is capable of supporting 

power densities in excess of 500 mW/cm
2
 for all the fuels studied, with both corn stover 

and almond shells reaching peak power densities of over 800 mW/cm
2
 at modest bed 

depths.  The results show clearly that as the fuel bed height for the cell is increased, the 

maximum power density also increases.  This trend, however, exhibits strong diminishing 

returns, and above a bed height of approximately 5 mm, large increases to the bed height 

result in only minor improvements in the overall maximum cell power density for the 

fuels.   

The results also show that the cell is able to operate in a regime with greater than 

70% overall cell efficiency on all the fuels studied.  As expected, increases in bed height 

 

Figure 5-12: ACFC planar cell model 

results for cell power density with corn 

stover fuel. 

 

Figure 5-13: ACFC planar cell model 

efficiency penalty from the balance of 

system (BoS). 
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serve to lower the overall cell efficiency, as the carbon dioxide created at the cell anode 

surface has more residence time in the bed before leaving, and therefore a higher 

probability of reacting with the fuel and forming carbon monoxide, lowering efficiency.  

 These results highlight the tradeoff between maximizing cell efficiency and 

maximizing cell power density.  Along the maximum power line in each figure, cell 

efficiency is in 15-30% range, depending upon the fuel and bed height.  Reaching 

significantly higher efficiencies, on the order of 60%, requires that the cell be operated in 

a regime that is a factor of two or more below the maximum power density asymptote. 

Holding a cell at the maximum power density point will result in poor cell efficiencies for 

most bed heights.  To maximize efficiency a short bed height should be utilized and a 

power density below the maximum achievable power density should be chosen. 

 

Figure 5-14: ACFC planar cell model 

operational space solution for corn 

stover. 

 

Figure 5-15: ACFC planar cell model 

BoS penalty for corn stover. 
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Figure 5-16: ACFC planar cell model 

operational space solution for activated 

carbon. 

 

Figure 5-17: ACFC planar cell model 

BoS penalty for activated carbon. 

 

Figure 5-18: ACFC planar cell model 

operational space solution for almond 

shell. 

 

Figure 5-19: ACFC planar cell model 

BoS penalty for almond shell. 
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Figure 5-20: ACFC planar cell model 

operational space solution for Wyodak 

coal. 

 

Figure 5-21: ACFC planar cell model 

BoS penalty for Wyodak coal. 

These results demonstrate that the fuel cell configuration is extremely important, 

as changes in geometry impact the residence time that product CO2 has in the fuel bed as 

it makes its way towards the exhaust stream.  By correctly designing the cell geometry, 

this residence time can be controlled so that a majority of the CO2 passes through the bed 

before having a chance to react, while enough does react to continue to provide the 

necessary CO fuel to the anode surface.  This essentially allows the designer to operate 

the cell in a domain that has excess O (provided through the fuel cell).  In other words, in 

this regime oxygen enters the system faster than the Boudouard reaction can restore 

thermodynamic equilibrium.  This implies that a careful control of geometry to control 

bed kinetics so that the resultant exhaust gas flow has not had a chance to fully 

equilibrate through the Boudouard reaction will result in a more efficient cell, albeit one 

with less CO formation and therefore less power density.  This tradeoff in power and 

efficiency is therefore a tunable parameter, controlled by operation and geometry. 

No matter the final operating conditions chosen, the solution also reveals that the 

efficiency penalty from including the balance of system pumps and blowers is negligibly 

small, removing less than two percentage points from the cell efficiency for practical 

power densities and efficiencies.  As a result, it is safe to optimize cell performance based 
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upon cell power density and efficiency alone, without excess worry to the support 

equipment that will be necessary for system operation. 

The results also show that all the fuels have similar performance, with the corn 

stover performing best and the activated carbon worst.  This is in agreement with the 

results of the packed carbon bed model, and shows that faster fuel kinetics lead to 

improved cell performance.  It is clear, however, that the addition of the electrochemistry 

module in the ACFC model has decreased the impact of this effect, and therefore similar 

performance can be expected from multiple fuels within air-carbon fuel cells. 

This result also indicates that the electrochemical kinetics are therefore an 

important limiting parameter in cell operation.  To gain further insight into the impact 

that electrode materials have on the overall performance of ACFC devices, the planar cell 

model was exercised further to simulate both a cell operating with platinum electrodes 

and a cell operating with a nickel anode and LSM cathode.  To ensure that the model 

solutions are comparable, it is important to ensure that the temperatures at the cell 

electrodes are the same in both simulations.  Higher temperatures improve the 

electrochemical reaction kinetics at the surface due to the increased thermal energy.  As a 

result, a difference in temperatures between the simulations would result in kinetic 

differences that could mask the effects of material and catalytic dissimilarities between 

the electrodes.  To avoid this, the ACFC planar cell model is utilized without the heat 

transfer modules, and an isothermal assumption is used, with a temperature of 1173 K.  

This allows for the electrochemical kinetics of each electrode combination to be isolated 

and directly compared without influence from temperature effects. 

The results of these simulations for a cell operating on activated carbon is shown 

in Figure 5-22 and Figure 5-23.  Figure 5-22 shows the simulation results for an ACFC 

utilizing platinum electrodes, while Figure 5-23 shows the simulation results for an 

identically sized cell operating on a nickel anode and LSM cathode. 
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The results clearly indicate that the nickel/LSM-based cell has considerably 

different and better performance than the cell utilizing platinum electrodes.  The cell peak 

power density is over three times larger than the cell operating on platinum, and for 

nearly all operational points the nickel/LSM cell exhibits higher overall cell efficiency.  It 

is important to note that this model comparison is based on the kinetics of devices 

measured in the laboratory using the procedure and fit parameters outlined in Section 

3.7.4.  Because these parameters include the effects of microstructure as well as material, 

it is possible that the faster kinetics observed on the nickel cells was a result of 

microstructure differences and not chemical differences, and therefore the comparison 

here only serves to show that the kinetics of the nickel/LSM cell outperforms platinum 

for the experimental cells.  Different production methods and processing steps could 

produce platinum electrodes that outperform a poorly manufactured nickel/LSM cell. 

These model results do reveal, however, the importance of the cell kinetics.  

Improvements in the electrochemical kinetics can significantly raise the limiting power 

density in the cell for a given bed height, and have the added advantage of increasing the 

maximum cell efficiency at any given height.  As a result, it is clear material and 

microstructure improvements to ACFC electrodes benefit cell performance no matter 

 

Figure 5-22: ACFC model results for an isothermal planar cell operating 

on activated carbon with platinum electrodes.  
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whether the metric considered most important is efficiency or power density. 

It is also important to note that the results presented in Figure 5-22 and Figure 

5-23 are not directly comparable to those shown in Figure 5-14 through Figure 5-21, due 

to the isothermal assumption used in the latter results.  For the earlier results, the outlet 

temperature of the cathode was fixed at 1173 K, however the presence of the heat transfer 

modules in the model results in a temperature distribution throughout the system, with a 

peak temperature occurring at the fuel cell itself, as shown in the representative solution 

in Figure 5-8.  As a result, for low bed heights, the temperature near the anode surface 

will be higher than in the isothermal case.  This results in faster kinetics, which produce a 

higher maximum power density and lower fuel utilization, which has the effect of 

lowering cell efficiency compared with the isothermal case.  At large bed heights, fuel 

away from the surface acts as a heat sink, slowing kinetics and decreasing the maximum 

power density compared with the isothermal case.  These impacts are made clear by 

comparing the simulation results for a cell operating on Nickel and LSM electrodes with 

activated carbon fuel and with the heat transfer module enabled, as shown in Figure 5-24, 

with the isothermal model results for the same cell, shown in Figure 5-25.  The 

comparison shows that the isothermal solution underpredicts power density at low bed 

 

Figure 5-23: ACFC model results for an isothermal planar cell operating 

on activated carbon with nickel and LSM electrodes. 
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heights, overpredicts power at large heights, and overpredicts cell efficiency everywhere. 

 

Figure 5-24: ACFC model result for 

activated carbon, including impacts 

from heat transfer. 

 

Figure 5-25: ACFC model result for 

activated carbon using an isothermal 

assumption. 

5.4. Tubular Cell Model Results and Discussion 

Another common fuel cell geometry is the tubular fuel cell.  In a tubular design, a 

bank of tubes is packed together, and reactant gases are flowed around the tubes and 

through the inside of the tubes.  These designs are generally not as popular as planar 

configurations due to their generally lower, however they generally are more 

mechanically stable and therefore deserve attention as a candidate CFC design. 

  In order to explore the operational space of tubular ACFC devices, the ACFC 

tubular cell model was exercised for a variety of geometries at different cell voltages and 

fuel bed heights.  For the simulations, activated carbon fuel was utilized on a cell 

operating with platinum electrodes, with the pre-exponential parameter for the electrode 

kinetics exchange current density Arrhenius form from Table 3-26 multiplied by a factor 

of 5 to simulate optimized electrode performance.  For each simulation, the model was 

utilized for cells with bed heights ranging from 30 mm to 90 mm with a step size of 10 
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mm. At each height studied, a solution was found for cell voltages ranging from 1.1 V to 

0 V at 0.1 V increments.  Between solutions, results were interpolated based on a linear 

interpolation. The average cell power density, cell efficiency, and system efficiency were 

calculated for each simulation, producing a matrix of each solution as a function of the 

cell bed height and operating voltage.  In these simulations, a cell height of 110 mm is 

used, along with an entry and exit length of 10 mm, resulting in a cell length of 90 mm.  

The cell inner radius was set as 10 mm, the cell thickness was 1 mm, and the outer 

boundary was modeled as 25 mm.   

A representative solution for a cell operating with a bed height of 50 mm and a 

cell voltage of 0.7 V is shown below in Figure 5-26 and Figure 5-27.  Figure 5-26 shows 

the mole fractions of CO in the anode (rightmost domain) and oxygen in the cathode 

(leftmost domain) as a function of location in the cell, while Figure 5-27 shows the 

temperature profile throughout the system.  The average power density for this solution 

was calculated as 1.11 mW/cm
2
, while the molar fraction of CO in the anode exhaust was 

27.5%.  These results represent a cell efficiency of 59.1%.  The temperature profile 

reveals that in the tubular design, the difference in temperature between the hottest and 

coldest portions of the cell is only 10 K, a smaller gradient than seen in the planar 

devices.  This is likely due to the effects of the forced air flow through the cathode 

chamber convecting thermal energy along the cell length and actively moving heat 

generated at the lower end of the tube towards the exit plane of the device.  Because most 

of the heat release from the fuel cell occurs at the bottom of the cell, where fuel and 

oxidant concentrations are highest, the active portion of the cell is held within a narrow 

temperature range, and an isothermal assumption can be used to model the device.  The 

isothermal assumption allows the model to find a solution without utilizing the heat 

transfer modules in the bed, cathode, and freeboard domains, simplifying the problems 

and vastly reducing computational complexity and cost. 
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Two representative solutions for an isothermal tubular ACFC with a fuel bed 

height of 50 mm and a cell voltage of 0.7 V and 0.4 V are shown below in Figure 5-28 

and Figure 5-29, respectively. The color map in both representative solutions are matched 

to allow for direct comparison between the figures.  The average power density for the 

0.7 V solution was calculated as 1.18 W/cm
2
, while the molar fraction of CO in the anode 

exhaust was 23.6%, representing a cell efficiency of 60.5%.  The average power density, 

CO anode exhaust mole fraction, and cell efficiency for the 0.4 V solution was 1.41 

W/cm
2
, 1.5%, and 38.9% respectively.  The simulation results for the representative 

solutions are as expected, with the concentration of CO high near the bottom of the bed, 

decreasing near the anode surface, and then rapidly decreasing above the fuel bed in the 

freeboard region, where it can no longer be replenished by the Boudouard reaction.  

 

Figure 5-26: Representative ACFC 

tubular cell model reactant mole 

fractions for a cell voltage of 0.7 V. 

 

Figure 5-27: Representative ACFC 

tubular cell model temperature profile 

for a cell voltage of 0.7 V. 
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Similarly, the concentration of oxygen in the cathode decreases along the length of the 

tube as oxygen is reduced along the cathode surface.  The flow rate of oxygen through 

the system was held low in these solutions in order to magnify the oxygen loss along the 

length of the cell, however a real device would likely have a considerably higher air flow 

rate and therefore considerably less oxygen depletion.   

 

Figure 5-28: Representative ACFC 

tubular cell model solution for a cell 

voltage of 0.7 V. 

 

Figure 5-29: Representative ACFC 

tubular cell model solution for a cell 

voltage of 0.4 V. 

A comparison between the model solution using the heat transfer module, shown 

in Figure 5-26, and the isothermal case shown in Figure 5-28 demonstrates that the 

isothermal assumption is good at predicting overall behavior, with the maximum absolute 

difference in CO mole fraction between the solutions at 5 percentage points.  The cell 

performance predictions also matched well, with the calculated average power density 
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between the two solutions differing by less than 7% and the calculated cell efficiencies 

were within 2 percentage points of each other.   Solutions based on the isothermal 

assumption can therefore be expected to predict the performance of a cell with heat 

transfer reasonably accurately. 

A full set of simulations was run using the isothermal assumption on a cell 

operating on activated carbon fuel.  The results are shown in Figure 5-30 through Figure 

5-33.  Figure 5-30 shows the cell efficiency as a function of bed height and voltage, 

Figure 5-31 shows the system efficiency as a function of bed height and voltage, with the 

same color bar limits as Figure 5-30 to allows for direct comparison between the plots, 

and Figure 5-32 shows the cell average power density as a function of bed height and 

operational voltage.  For clarity, Figure 5-33 shows the efficiency penalty that results 

from including the balance of system, which is defined as the difference between the cell 

and system efficiencies shown in Figure 5-30 and Figure 5-31 respectively. 

 

Figure 5-30: ACFC tubular cell model 

results for cell efficiency with activated 

carbon fuel. 

 

Figure 5-31: ACFC tubular cell model 

results for system efficiency with 

activated carbon fuel. 
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Figure 5-32: ACFC tubular cell model 

results for cell power density with 

activated carbon fuel. 

 

Figure 5-33: ACFC tubular cell model 

efficiency penalty from the balance of 

system (BoS). 

The results presented in Figure 5-30 through Figure 5-33 indicate that a tubular 

cell with the electrode parameters specified is capable of supporting large average power 

densities in excess of 2 W/cm
2
 and is also capable of supporting efficiencies greater than 

70%.  As expected, the average cell power density increases as the bed height increases 

because more of the anode surface is submerged in the bed itself.  When submerged, CO2 

evolving from the anode can interact with the carbon in the bed and react to form more 

CO, which can again react at the anode surface to produce more work.  Decreases in bed 

height, however, tend to increase the efficiency, as the anode surface in the freeboard 

space serves to scavenge remaining CO from the bed effluent stream and convert it to 

CO2 before the gases exit the device.   

Figure 5-32 shows that as bed height decreases, the voltage at which the peak 

average power density is reached increases.  This result can be attributed to the onset of 

fuel starvation at higher voltages for lower bed heights.  As the representative results in 

Figure 5-28 and Figure 5-29 show, low voltages can lead to a faster utilization of CO 

fuel, which can starve the upper portions of the anode.  This starvation leads to a 

corresponding drop in average power density, as the anode surface in the fuel-starved 

region has virtually no current flowing through it.  As the bed height is increased, the 
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voltage at which this starvation effect becomes important decreases and the peak average 

power density shifts to lower voltages. 

Another interesting result is that the voltage of the maximum efficiency peak for a 

given bed height is different than the power density peak.  The cell efficiency depends on 

two parameters: the total power output from the cell and the mass flow of makeup carbon 

char.  The mass flow of makeup carbon char itself is largely dependent upon the cell 

current density i.  As the voltage is dropped, more current is passed through the cell, and 

therefore more makeup char is needed to refresh the fuel bed.  This increase as cell 

voltage decreases quickly overcomes the increases in cell power that results, and 

therefore the overall cell efficiency begins to drop even before the peak in the average 

power density is reached.  The trend for system efficiency is much the same, as shown in 

Figure 5-31.  The comparison between system and cell efficiency in Figure 5-33 shows 

that the balance of system components do not have a large impact on overall cell output 

power, and are safely neglected.  Just as with the planar cells, the overall cell becomes 

endothermic for low cell current densities (voltage near OCV) and therefore the excess 

heat requirement leads to a lower system efficiency than would otherwise be expected. 

To better illuminate the interplay between cell power density and efficiency, the 

data from Figure 5-30 through Figure 5-33 can be plotted onto a single contour plane by 

considering only the interactions of bed height, cell efficiency, and overall power density.  

This resultant plot is shown in Figure 5-34.  

The results plotted in Figure 5-34 clearly illustrate the design space that is 

possible with the tubular architecture studied.  For a given bed height, a tradeoff can be 

seen between maximizing cell efficiency and overall power density.  In addition, the 

trend towards higher cell efficiencies at lower fuel bed heights is clearly visible in the 

figure.  This tradeoff is similar in nature to the one observed in the planar ACFC 

solutions.  The figure also reveals that as the bed height is lowered, the maximum 

average power density point for the chosen height shifts closer to the maximum cell 
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efficiency for the same height.  This convergence of maximum average power and 

maximum efficiency is the result of the fuel starvation phenomena discussed previously 

which shifts the maximum average power density point for any given height to a higher 

cell voltage.  The results show that the tubular architecture, when compared against 

planar devices, has larger operational zones of high efficiency, and the zone of high 

power density is shifted towards higher voltages.  As a result, the ideal operating regime, 

where both high power density and efficiency can be realized, is significantly larger for 

the tubular geometry, suggesting that tubular devices may offer the ability to better 

optimize operational performance over a wider range of operating conditions when 

compared against planar devices. 

For the geometry studied, the system is able to produce a high power load in 

excess of 1 W/cm
2
 with an overall efficiency approaching 65% for a device with a bed 

height of 50 mm.  This optimized bed height is specific to the geometry studied, and is 

itself a function of the cell geometry.  Larger bed radii would lead to more fuel away 

from the cell surface, and therefore a different fuel bed height that optimizes efficiency 

 

Figure 5-34: Combined tubular ACFC model results for activated carbon 

fuel, showing the interplay between cell power density and efficiency. 
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and power density.  To understand this relationship, the simulations described above were 

run again for multiple external radii ro, with values from 12.5 mm to 50 mm at 2.5 mm 

increments.  The cell thickness, internal radius, and system height were held constant and 

equal to the previous simulations.  For each point tested, the system efficiency and 

average power density was calculated.  Results from these simulations for a cell voltage 

of 0.7 V are shown in Figure 5-35 and Figure 5-36.  Figure 5-35 shows the average cell 

power density as a function of bed height and external radius, while Figure 5-36 shows 

the cell efficiency using the same axes. 

These results again clearly show the fundamental tradeoff between cell efficiency 

and cell power output.  Moving to larger radii and bed heights (top right of figures) 

maximized power, but at the expense of efficiency.  Moving to lower bed heights and 

radii (bottom left of figures) maximizes efficiency at the expense of power density.  The 

optimal regime is therefore between these two extremes, and the results show that a 

relationship exists between the outer radii and optimal bed height to maximize power and 

efficiency for a cell voltage of 0.7 V.  This relationship, within the bounds studied, is 

approximately linear, suggesting that an optimal bed height of                as 

a rule of thumb first order approximation. 

The same solution plots could be created for each voltage level tested from 1.1 V 

to 0 V, but it is also possible to combine all these data sets into a single set of plots by 

considering the maximum power density and maximum efficiency at any given 

combination of external bed height and radius.  These results are shown below in Figure 

5-37 through Figure 5-40.  Figure 5-37 shows the maximum possible power density, 

regardless of voltage, at each radius and fuel bed height, while Figure 5-38 shows the 

expected cell efficiency corresponding to these maximum power points.  Figure 5-39 

shows the maximum cell efficiency, regardless of voltage, at each radius and fuel bed 

height, while Figure 5-40 shows the expected cell power density corresponding to these 

maximum efficiency points.  The cell power and efficiency between voltage simulations 
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have been interpolated using a cubic spline technique in order to smooth out the results 

shown in the figures. 

 

Figure 5-37: ACFC Tubular model 

maximum average power density 

results. 

 

Figure 5-38: ACFC Tubular model 

efficiency results for power density 

solution shown in Figure 5-37. 

 

Figure 5-35: ACFC Tubular model 

average power density results for a cell 

operating at 0.7 V. 

 

Figure 5-36: ACFC Tubular model 

efficiency results for a cell operating at 

0.7 V. 
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Figure 5-39: ACFC Tubular model 

maximum efficiency results. 

 

Figure 5-40: ACFC Tubular model 

power density results for efficiency 

solution shown in Figure 5-39. 

These results are similar in nature to those shown in Figure 5-35 and Figure 5-36, 

with a clear tradeoff between power and efficiency evident in the figures.  A similar 

optimal regime exists in these figures as well around the                area, 

with Figure 5-40 in particular showing the steep drop off in power density at maximum 

efficiency below this line.  Nevertheless, these results make it clear that cell geometry is 

important in optimizing cell behavior, but that for any given cell radius, a height can be 

found that delivers similar performance to the optimal height in a different configuration.  

As a result, for full systems using banks of YSZ tubes, the spacing between the tubes will 

not have a dramatic effect on overall performance, and for any given spacing condition 

an optimal bed height can be found to balance cell power and efficiency.  Therefore other 

considerations, such as ease of manufacture, overall system size, or cost, that may be 

affected by the system geometry should be taken into account first when deciding on 

overall system shape, and the fuel bed depth can then be chosen to optimize the system.  

It should also be noted that the isothermal assumption used in these simulations likely 

breaks down for large bed radii that have fuel particles far from the anode surface, and 

therefore beyond a certain radius the extra fuel may only serve to lower overall system 

efficiency without bringing about an appreciable increase in power density. 
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6. The Steam-Carbon Fuel Cell Model 

The steam-carbon fuel cell model is similar in nature to the air-carbon fuel cell 

model and was developed in order to study and analyze steam-carbon fuel cell 

performance.  The model is capable of performing fully coupled simulations of a 

complete steam-carbon fuel cell, predicting cell and system level operational efficiency, 

power output, hydrogen production rates, and auxiliary power loads and heat 

requirements, as a function of system operating conditions. 

The steam-carbon fuel cell model allows for the operational space of SCFC 

systems to be interrogated through simulation, instead of experimentation, just as in the 

ACFC model. The SCFC model is therefore capable of exploring and answering 

fundamental questions about SCFC operational behavior, and it is used in this study to 

answer the following questions: 

 For a given cell geometry, how does the quantity of carbon fuel in a SCFC 

affect cell efficiency, heat requirements, hydrogen production rates, and 

average power density? 

 What are the fundamental tradeoffs between maximizing power density, 

hydrogen production, and efficiency? 

6.1. Model Design and Parameters 

In order to accurately predict steam-carbon fuel cell behavior, the SCFC model 

couples the full bed kinetics of the packed carbon bed model with mass transfer effects in 

the cathode chamber through the laminar gas convection and diffusion module described 

in Section 3.5 and the gas phase heat transfer module described in Section 3.6.   The 

electrochemistry effects are also included in the model through the electrochemistry 
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module described in Section 3.7.  Finally, the balance of system module described in 

Section 3.8 is utilized as a post-processor to determine the efficiency of a full steam-

carbon fuel cell system.   

To explore SCFC behavior, a planar button cell geometry, identical to the planar 

geometry studied in the ACFC model, is considered.  In this geometry, the bed is taken as 

a cylinder with radius ro, equal to the inner radius of the anode chamber, and height, ha, 

equal to the depth of the fuel particle bed.  The entire bottom boundary of the fuel bed is 

taken as the anode electrode of the YSZ electrolyte.  The electrolyte itself has a thickness 

te and a radius equal to the radius of the anode chamber ro.  The cathode chamber is then 

attached to the bottom surface of the YSZ electrolyte, and has a fixed height hc.   

Just as in the ACFC model, this geometry is represented using three connected 2-

D axisymmetric domains, as shown previously in Figure 5-1.  The first domain, the anode 

domain, represents the carbon bed in the anode chamber.  The boundary condition at the 

top of the bed (z=ha) is modeled as an open surface where any mass flux out of the 

system is due to convection. The anode surface is defined as the bottom boundary of the 

domain (z=0).  The outer surface (r=ro) is modeled as a solid boundary, and hence all 

mass and heat fluxes across this boundary are 0.  The next domain is the fuel cell domain 

and is made up of the YSZ electrolyte.  This domain serves to connect the anode domain 

to the cathode domain, which is the last domain in this modeled geometry.  For the 

cathode domain, the boundary at the top of the chamber (z=-te) is modeled as the cathode 

surface.  The boundary condition along the outer surface (r=ro) is modeled as a solid 

boundary through which no mass passes.  The bottom surface (z=-te-hc) is modeled as an 

open surface where any mass flux in to or out of the system is due to convection.  For this 

model, the domain radius ro is set to 1.05 cm to match the anode chamber dimension of 

experimental button cell devices.  As in the ACFC model, the choice of ro will not affect 

the model results, however, as the bed concentration profiles and pressure profiles are 

constant in the radial direction.  The model results are therefore valid for any planar 
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geometry.   

In order to answer the questions posed in the previous section, multiple output 

values are calculated for each model run.  These outputs, including the cell average 

power, cell average hydrogen production rate, and cell efficiency, are calculated from the 

model results by the balance of system module using the equations and methods 

described in Section 3.8.  Because the reactions occurring in a SCFC device both in the 

bed and in total at the electrodes are endothermic in nature, heat must be supplied to a 

SCFC system to maintain its operation, and the amount of heat necessary to keep the bed 

at a steady condition can be readily found through an energy balance over the SCFC 

system, as detailed in the balance of system module.  The cell and system efficiencies 

account for this heat input through a term in the denominator of the efficiency 

calculation. 

Together, these inputs and outputs allow the SCFC model to simulate steam-

carbon fuel cell behavior.  The full list of required inputs for this model, including all the 

inputs for its various modules, is listed in Table 6-1.  The model outputs, including the 

important outputs from its various modules, are listed in Table 6-2.  Finally, a flow 

diagram showing key inputs and outputs, each module in the model, and how module 

parameters are coupled is shown in Figure 6-1.   
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Table 6-1: SCFC model inputs.  Inputs required by the model modules 

can be found in the appropriate table in Chapter 3. 

Symbol Description Units 

ha Fuel bed height cm 

te Electrolyte thickness cm 

hc Cathode chamber height cm 

ro Domain radius cm 

E Cell voltage V 

T Cathode exhaust temperature K 

Table 6-2: Important packed carbon bed model outputs. 

Symbol Description Units 

T Temperature field K 

[CO] Molar concentration field of CO  moles/m
3
 

[CO2] Molar concentration field of CO2  moles/m
3
 

[H2O] Molar concentration field of H2O moles/m
3
 

[H2] Molar concentration field of H2  moles/m
3
 

P Pressure field in gas phase Pa 

    Velocity field m/s 

      Cell efficiency  

        System efficiency  

     Average cell power density mW/cm
2
 

    
 Average hydrogen production rate kg/m

2 
day 
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Figure 6-1: Flowchart diagram of the SCFC model showing inputs, 

coupling values, and important outputs. 

6.2. Model Validation 

To validate the steam-carbon fuel cell model, an experimental button cell device 

was constructed in the lab using platinum electrodes by following the procedure outlined 

in Section 3.7.4.1.  Approximately one gram of activated carbon (Fisher Scientific) char 

was fed into the anode chamber to a depth of 1 cm, and a small helium purge flow was 

introduced to the top of the chamber to reduce oxygen infusion from the environment.  

The cell was placed into a quartz reactor vessel and lowered into a cylindrical heater.  A 

steady, metered flow of steam was produced using an HPLC pump (Eldex) and 

boiler/superheater section of the quartz housing and introduced to the cathode chamber of 

the steam-carbon cell via a helium carrier gas.  A schematic of the experimental setup is 

shown in Figure 3-62.  
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The cell was interrogated at 825° C and 900° C using a PAR 173 

potentiostat/galvanostat.  The current-voltage (I-V) response was measured for the cell at 

each experimental temperature, and gas chromatography of the anode outlet gas was 

performed during the measurements in order to verify both the physical integrity of the 

cell and the transfer of oxygen from the cathode to the anode stream.  For each 

temperature at which an I-V curve was recorded, a simulation was conducted for a cell of 

the same geometry and bed depth, using an isothermal assumption (button cell model 

without the heat transfer modules enabled).  The model was run multiple times at 

different cell voltage levels in order to sweep out a simulated I-V response.  The results 

of the experimental test, with the simulated I-V curves shown as well, are shown in 

Figure 6-2.  The results demonstrate that the SCFC model is able to accurately predict 

fuel cell performance. 

6.3. Model Results and Discussion 

  In order to explore the operational space of SCFC devices, the SCFC planar cell 

model was exercised for activated carbon fuel and platinum electrodes at different cell 

voltages and fuel bed heights.  The model was run for fuel bed heights ranging from 1 

mm to 8 mm.  Between heights of 1 and 2 mm, a step size of 0.1 mm between model runs 

 

Figure 6-2: SCFC model validation, showing experimentally measured I-

V results for a button cell device, as well as simulated I-V curves for 

each experimental dataset. 
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was used, and between 2 and 8 mm a step size of 1 mm was utilized.  At each height 

studied, a solution was found for cell voltages ranging from 0.6 V to 0 V at 0.1 V 

increments.  Between solutions, results were interpolated based on a linear interpolation.  

In addition, the results at a bed height of 0 mm, a non-physical point with no solution, 

were found by taking the limit of the solution set above 0 mm as it approached zero bed 

height.  For each simulation, the average cell power density, average cell hydrogen 

production rate, cell efficiency, and system efficiency were calculated, producing a 

matrix of each solution as a function of the cell bed height and operating voltage. 

A representative solution for a SCFC with a bed height of 4 mm and a cell voltage 

of 0.3 V is shown below.  Figure 6-3 shows the temperature distribution throughout the 

entire cell, while Figure 6-4 shows the mole fractions of CO in the anode (top domain) 

and oxygen in the cathode (bottom domain) as a function of location in the cell.  In both 

figures, the cell anode surface is located at z=0. 

Just as in the packed carbon bed model and ACFC model, the representative 

solution reveals that both the temperature profile in the system and the reactant 

concentration profiles in the system are constant in the radial direction, affirming the 

applicability of this model to any flat cell geometry.  Because the entire cell is 

 

Figure 6-3: Representative temperature 

profile found by the SCFC model.  

 

Figure 6-4: Representative reactant 

mole fraction profile found by the 

SCFC model.  
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endothermic, the system temperature falls as you move away from the cathode inlet 

plane, reaching its minimum at the anode exhaust plane.  This means that the heat 

required to keep the cell operating is provided through heat in the cathode inlet stream in 

this configuration.   

The full simulation results for activated carbon are shown in Figure 6-5 through 

Figure 6-8.  Figure 6-5 shows the cell efficiency as a function of bed height and voltage, 

Figure 6-6 shows the system efficiency as a function of bed height and voltage using the 

same color level as Figure 6-5, Figure 6-7 shows the cell average power density as a 

function of bed height and operational voltage, and Figure 6-8 shows the cell hydrogen 

production rate as a function of bed height and voltage. 

These results show that SCFC performance, when compared against similar 

ACFC devices, is worse in terms of overall power density.  This is expected, as the lower 

open circuit voltage provides less thermodynamic drive for power production, and the 

slower and therefore less favorable kinetics of water reduction further reduce the current 

densities that a cell can realize.  Nevertheless, the SCFC cell modeled here is capable of 

producing power densities approaching 200 mW/cm
2
, a non-trivial amount, while also 

producing a hydrogen fuel product. At short circuit conditions, the cell is capable of 

producing over 18 kg of hydrogen fuel per square meter of electrode area each day, albeit 

with no cogenerated electrical power.  Production rates for hydrogen are directly related 

to the current passing through the cell, and therefore lower cell current and higher bed 

heights result in a higher rate of hydrogen production, as shown in Figure 6-8.  This trend 

matches well with the power density trend, which has its maximum at moderate voltages 

and high bed heights, as shown in Figure 6-7.  
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Figure 6-5: SCFC model results for 

cell efficiency. 

 

Figure 6-6: SCFC model results for 

system efficiency. 

 

Figure 6-7: SCFC model results for 

cell power density. 

 

Figure 6-8: SCFC model results for 

hydrogen production rate. 

The efficiency trends for SCFC devices follow a more interesting, and less 

counterproductive, trends than that of ACFCs.  Because the chemical energy of the 

hydrogen product is accounted for in both the cell and system efficiency calculations, the 

production of hydrogen helps increase the cell and system efficiency.  The result, most 

clearly shown by the 60% efficiency contour in Figure 6-6, is that the efficiency of the 

device drops at higher bed heights, just as in the ACFC model, but has a minimum in the 

moderate voltage range, with higher values both near OCV and 0 volts.  This is in 

contrast to the ACFC result, where lower voltages produced lower efficiencies due to 
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high currents producing little work due to lower cell voltage.  Although this trend is still 

nearly opposite of the cell power density behavior in the SCFC, the increase in efficiency 

from the hydrogen product that is also produced in the cell holds the efficiency high, even 

near the maximum power regime.  In addition, the increase in efficiency near short circuit 

matches favorably with the trend for hydrogen production. As a result, if hydrogen is the 

desired product of an SCFC device, an operating condition near open circuit voltage and 

at moderate bed heights promises both high efficiencies and high hydrogen production 

rates, while also producing practical quantities of electric power. 

The results also indicate that the system efficiency is between 5 to 10 percentage 

points lower than the cell efficiency at most operational points.  This result is due in part 

to the auxiliary pumping equipment included in the balance of system efficiency 

calculation, however most of this loss is related to the phase change of the water as it is 

heated to system temperatures.  In the cell efficiency calculation, the heat requirement for 

the system is based on the anode and cathode gases entering and leaving the system at 

operating temperatures, and therefore the overall energy requirement for the system is 

calculated based on steam as a system input.  In the system efficiency calculation, water 

is provided as a liquid to the device and must be vaporized during the heating process, 

requiring further heat addition not accounted for in the cell efficiency.  The absolute size 

of this penalty depends upon the assumed flow rate of water into the cathode chamber, 

with a larger flow rate requiring more heat input to fully vaporize all the required water.  

In a real system, it would therefore be desirable to choose a water flow rate that provides 

adequate oxidant without over-supplying the system with excess, and energetically 

expensive, steam.   

To gain further insight into the SCFC operational zones and behavior, the results 

in Figure 6-5 through Figure 6-8 can be combined and reconfigured to produce a new set 

of plots that reveals the maximum possible hydrogen production rate and power density 

at any given height, as well as the system efficiency for these rates and rates below these 
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maximum values.  These collapsed results are shown in Figure 6-9 and Figure 6-10 for 

system efficiency as a function of bed height and hydrogen production rate and cell 

power density, respectively.   Although these plots look similar, it is important to note 

that they are not plotting the same operational space; a point on one plot does not 

correspond to the same operational point on the other. 

 

Figure 6-9: SCFC model results for 

system efficiency as a function of 

hydrogen generation rate. 

 

Figure 6-10: SCFC model results for 

system efficiency as a function of 

power density. 

The most noticeable result from these two figures is that in both, the minimum 

system efficiency found is above 55%, indicating that even at operational points far from 

the maximum efficiency point, overall efficiency is still relatively high due to the 

hydrogen output.  The plots also reveals that the efficiency contours have positive slopes 

away from the x-axis, and therefore moving upwards in the plots towards higher power 

density or hydrogen production rates serves to increase efficiency.  This is a notable 

difference from the ACFC model, where increases in output lead to decreases in overall 

efficiency.  As a result of this trend, an optimal operation point exists at the maximum 

power or hydrogen production rate line (depending upon the desired output product) at 

the point where the line reaches an elbow and switches to a more moderate positive slope.  

This point is between 0 and 5 mm for both plots, and near 15 kg/m
2
 day for hydrogen 

production and 120 mW/cm
2
 for power production.    
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These two plots can be further collapsed together to develop a single operational 

plot that shows the overall system efficiency as a function of the hydrogen production 

rate and power density chosen.  This result is shown in Figure 6-11. 

The result shown is essentially a plot of power density as a function of cell 

current, due to the direct relationship between the hydrogen production rate and cell 

current density detailed in Equation (3.213).  The plot, therefore, has the familiar 

parabolic shape associated with power density plots, and the multiple simulated system 

bed heights produces the full spectrum of operational space beneath the maximum power 

density boundary.  This upper boundary, however, is artificial; the increasing the bed 

depth will lead to higher power density results for any given bed height, and therefore the 

above plot would continue upwards if the model was run for geometries with higher bed 

heights.   

The simulation results plotted in Figure 6-11 reveal the relationship between both 

power density and hydrogen production rates and system efficiency.  The maximum 

efficiency point, which is near 90%, occurs at a hydrogen production rate of 8 kg/m
2
 day 

 

Figure 6-11: SCFC model results showing the overall system efficiency 

as a function of power density and hydrogen production rate. 
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and at no power density, which is a short circuit condition.  As electrical power is drawn 

from the cell, the system efficiency falls, revealing that as in the ACFC model, electrical 

power results in a loss in efficiency.  Even so, for bed heights between 5 and 8 kg/m
2
 day, 

power densities of upwards of 150 mW/cm
2
 can be realized with a system efficiency of 

greater than 60%.  The results verify that the SCFC is capable of operating at high system 

efficiencies over a wide range of operational conditions. 

The modeling results shown in this section should not, however, be taken without 

considering the other possible aspects that could negatively influence the behavior of a 

real system.  For example, operation of a cell at short circuit conditions may not be 

possible with nickel electrodes without oxidation of the nickel occurring and leading to a 

loss in overall performance.  Similarly, a high temperature heat source must be available 

to keep the system at operational temperature.  If an inefficient heat source is chosen, the 

total efficiency of the system, including the energy conversion of the heater, could result 

in a poor overall efficiency.  One possible solution is to operate a SCFC in tandem with 

an air-carbon fuel cell.  This design is explored in the following chapter. 
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7. The Steam-Carbon-Air Fuel Cell Model 

The steam-carbon-air fuel cell is a unique fuel cell combination, introduced in 

Section 2.4, that combines an air-carbon fuel cell and a steam-carbon fuel cell into a 

single device.  By combining the cells into a single unit sharing a common fuel bed, the 

exothermicity of the ACFC device can be used to provide the necessary heat to operate 

the SCFC device, resulting in an autothermal system capable of producing both hydrogen 

and electricity at high efficiencies without any external heat or work input.  

To understand the operational behavior of this coupled cell, a model was 

developed based on the ACFC model and SCFC model previously described.  The two 

models are coupled together through a shared anode domain, which allows for the 

interactions between the two coupled cells to be considered.  The model is capable of 

performing simulations to predicting cell and system level operational efficiency, power 

output, hydrogen production rates, and auxiliary power loads, as a function of system 

operating conditions. 

The steam-carbon-air fuel cell model allows for the operational space of SCAFC 

systems to be interrogated through simulation, instead of experimentation.  As a result, a 

large number of combinations of cell operating voltages and cell materials can be readily 

studied and compared without the need to construct and physically test every single 

possible combination.  The SCAFC model is therefore useful in helping to answer 

fundamental questions about SCAFC operational behavior, including: 

 How does the combination of voltages on the steam-carbon and air-carbon 

cells in the SCAFC affect the cell efficiency, hydrogen production rate, 

and average power density? 
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7.1. Model Design and Parameters 

In order to accurately predict steam-carbon-air fuel cell behavior, the SCAFC 

model couples the ACFC model described in Chapter 5 with the SCFC model described 

in Chapter 6 through the anode domain and the balance of system post-processor 

described in Section 3.8.  The resultant model is essentially a model of two fuel cells in 

communication with each other through their shared fuel bed.  In order to fully model the 

cell outputs, it is also necessary to couple their electrical outputs together.  If the cells are 

directly coupled, their total currents must match and their voltages must be equal and 

opposite.  Since it may be desirable to remove electrical power from the system, 

however, loads are placed into the circuit connecting the two cells, as shown in Figure 

7-1.  The first load, a parallel load, allows for the currents between the two cells to be 

mismatched, while the second load, the series load, allows for voltage mismatches 

between the cells.  Together, they allow for both cells to operate at any voltage and 

current level, and for any differences between the cells to be taken care of by the series 

and parallel loads.  In the model, the average power density delivered to the loads, 

defined as         and           for the series and parallel loads respectively, is allowed to 

be negative, implying that power would be added to the system at the load point. 

 

Figure 7-1: Electrical connections, including external loads, between the 

two cells in the SCAFC model. 
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To explore SCAFC behavior, a sandwiched planar button cell geometry is 

considered in which the fuel bed and placed between two parallel button cells.  In this 

geometry, the entire configuration is taken as a cylinder with radius ro, equal to the inner 

radius of the anode chamber.  The air cathode has a total modeled height of hair, while the 

steam cathode has a modeled height of hsteam.   The distance between the two cells, in 

which the fuel bed resides, has a height ha.  The top and bottom boundaries of the fuel 

bed are taken as the anode electrodes of the ACFC and SCFC respectively.  The 

electrolytes for both cells are modeled as having a thickness te. 

This geometry is represented using five connected 2-D axisymmetric domains, as 

shown in Figure 7-2.  The topmost domain, the steam domain, represents the cathode 

chamber of the steam-carbon fuel cell.  The bottom boundary is modeled as the cathode 

surface, while the top boundary is an open surface through which all fluxes are due to 

convection.  The outer surface is taken as a solid boundary.  The next domain is the 

SCFC domain which encompasses the electrolyte of the air-carbon fuel cell.  Below this 

domain is the anode domain, which encompasses the entire fuel bed.  The boundary 

condition at the outside of the bed (r=ro) is modeled as an open surface where mass can 

leave the system, while the top boundary is the SCFC anode and the bottom boundary is 

the ACFC anode.  The next domain is the ACFC domain and is made up of the YSZ 

electrolyte of the air-carbon fuel cell.  Finally, the last domain is the air domain, which 

models the ACFC cathode chamber.  The boundary condition along the outer surface 

(r=ro) is modeled as a solid boundary through which no mass passes, while the bottom 

surface is modeled as an open surface where any mass flux in to or out of the system is 

due to convection.  The top surface is the ACFC cathode.  For this model, the domain 

radius ro is set to 1.05 cm to match the anode chamber dimension of experimental button 

cell devices, while the bed height ha is taken as 1 mm.  Both the cathode chambers are 

modeled with heights of 1.25 mm.  Unlike the ACFC and SCFC planar cell models, the 

choice of ro will affect the model results, as the anode exhaust point is located along the 

outer boundary of the cylinder that encompasses the cell.  As such, larger radii will lead 
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to different residence times for the anode exhaust gases, and therefore different behavior.  

In order to answer the questions posed in the previous section, multiple output 

values are calculated for each model run.  These outputs, including the cell average 

power, cell average hydrogen production rate, and cell efficiency, are calculated from the 

model results by the balance of system module using the equations and methods 

described in Section 3.8.  No experimental device is available to perform a model 

validation against, however the SCAFC is considered reliable; both the ACFC and the 

SCFC models that make up the SCAFC model have been independently validated, and 

the results in Section 2.4 indicate that electrically coupled ACFC and SCFC device 

operation can be predicted based on the independent operation and I-V characteristics of 

each device, validating that the coupling of the cells does not impact the individual 

behavior of each cell. 

Together, these inputs and outputs allow the SCAFC model to simulate steam-

carbon-air fuel cell behavior.  The full list of required inputs for this model, excluding all 

the inputs for its various modules, is shown in Table 7-1.  The model outputs, including 

 

Figure 7-2: Modeled domains for the SCAFC model. 
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the important outputs from its various modules, are listed in Table 7-2.  Finally, a flow 

diagram showing key inputs and outputs, each module in the model, and how module 

parameters are coupled is shown in Figure 7-3.  

Table 7-1: SCAFC model inputs.  Inputs required by the model modules 

can be found in the appropriate table in Chapter 3. 

Symbol Description Units 

ha Fuel bed height cm 

te Electrolyte thickness cm 

hair Air cathode chamber height cm 

hsteam Steam cathode chamber height cm 

ro Domain radius cm 

Eair ACFC voltage V 

Esteam SCFC voltage V 

T Steam cathode exhaust temperature K 

Table 7-2: Important SCAFC model outputs. 

Symbol Description Units 

T Temperature field K 

[CO] Molar concentration field of CO  moles/m
3
 

[CO2] Molar concentration field of CO2  moles/m
3
 

[H2O] Molar concentration field of H2O moles/m
3
 

[H2] Molar concentration field of H2  moles/m
3
 

[O2] Molar concentration field of O2 moles/m
3
 

[N2] Molar concentration field of N2  moles/m
3
 

P Pressure field in gas phase Pa 

    Velocity field m/s 

      Cell efficiency  

        System efficiency  

     Average total power density mW/cm
2
 

          Average parallel load power density mW/cm
2
 

        Average series load power density mW/cm
2
 

    
 Average hydrogen production rate kg/m

2 
day 
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Figure 7-3: Flowchart diagram of the SCAFC model showing inputs, 

coupling values, and important outputs (continued on next page). 
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Figure 7-3: Flowchart diagram of the SCAFC model showing inputs, 

coupling values, and important outputs (continued from previous page). 
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7.2. Model Results and Discussion 

In order to explore the operational space of an SCAFC device, the SCAFC model 

was exercised for activated carbon fuel and platinum electrodes at combinations of 

different air-carbon and steam-carbon cell voltages.  A solution was calculated for every 

combination of cell voltages ranging from -1.1 V to 0 V in 0.1 V increments for the 

steam-carbon cell, and 1.1 V to 0 V in 0.1 V increments for the air-carbon cell.  Between 

solutions, results were interpolated based on a linear interpolation.  For each simulation, 

the average power density (normalized by the area of a single cell), the average parallel 

load power, the average series load power, the average cell hydrogen production rate, the 

cell efficiency, and the system efficiency were calculated, producing a matrix of each 

solution as a function of the cell operating voltages. 

A representative solution for a SCAFC with an air-cell voltage of 0.75 V and a 

steam-cell voltage of -0.75 V is shown below.  Figure 7-4 shows the temperature 

distribution throughout the entire cell, while Figure 7-5 shows the mole fractions of H2O 

in the steam cathode (top domain), the mole fraction of CO in the anode (middle 

domain), and the mole fraction of oxygen in the air cathode (bottom domain) as a 

function of location in the cell.  In both figures, the ACFC cell anode surface is located at 

 

Figure 7-4: Representative temperature 

profile found by the SCAFC model.  

 

Figure 7-5: Representative reactant 

mole fraction profile found by the 

SCAFC model.  
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z=0 and the SCFC anode is located at z=ha. 

The representative solution reveals that both the temperature profile in the system 

and the reactant concentration profiles in the system are functions of both the radial and 

axial dimension, confirming that the results for this particular model run are valid only 

for the studied geometry.  The mole fraction profile of CO in the fuel bed is particularly 

non-uniform in the radial direction.  The profile also reveals that the presence of two 

anode surfaces results in a heavy burden on the fuel bed itself, and that the maximum CO 

mole fraction, which occurs in the bed between the two electrodes and at the centerline, is 

only 12%.  The temperature solution shows that the overall system temperature is nearly 

flat, with a total variation of just 12 K across the entire device.  The heat generated at the 

ACFC is readily transferred to the fuel bed, where some is utilized for the endothermic 

Boudouard reaction, while the rest is transmitted to the SCFC, where it provides the 

necessary heat for the endothermic cell reactions.  For this particular configuration, 

excess heat is produced, and the cell rejects a total of 50 mW of thermal energy.  Because 

the cell voltages are matched (equal and opposite), the representative configuration 

produces no electrical power for use in the series load, however the representative 

solution produces a mismatch in the current level between the two cells results.  For this 

particular case the mismatch is negative, indicating that 200 mW/cm
2 

of electrical power 

must be added to the system in order to hold its operation. 

The full simulation results for activated carbon are shown in Figure 7-6 through 

Figure 7-11.  Figure 7-6 shows the cell efficiency as a function of bed height and voltage.  

It was nearly identical to the system efficiency calculation, and was within 2 percentage 

points for all operating conditions.  As a result, the system efficiency results are not 

shown here.  Figure 7-7 shows the heat requirements of the system, with positive values 

indicating a required heat input to keep the system at operating conditions.  Figure 7-8 

shows the system average hydrogen production rate, while Figure 7-9 shows the cell 

average power density as a function of cell voltages.  Finally, Figure 7-10 and Figure 
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7-11 show the electrical power consumed in the series and parallel loads, respectively.  

Negative values indicate a power input from these sources. 

 

Figure 7-6: SCAFC model results for 

cell efficiency. 

 

Figure 7-7: SACFC model results for 

heat required. 

 

Figure 7-8: SCAFC model results for 

hydrogen production rate. 

 

Figure 7-9: SCAFC model results for 

average power output. 
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Figure 7-10: SCAFC model results for 

power output into the series load. 

 

Figure 7-11: SCAFC model results for 

power output into the parallel load. 

These results provide a number of insights into the coupled behavior of SCAFC 

devices.  The efficiency plot in Figure 7-6 reveals that the maximum system efficiency 

occurs near OCV conditions on the air cell, and a bias voltage of approximately 0.5 V on 

the steam-carbon cell.  Near this regime, the contours show some sudden and kinks and 

elbows, indicating a change in behavior near these points.  The non-smooth points are 

caused by the definition of the cell efficiency, which places power in the numerator of the 

calculation, and therefore as an output, when positive, but in the denominator, and 

therefore as an input, when negative.  Similarly, the heat requirement is only used in the 

efficiency definition when the term is positive; any excess heat produced is considered 

wasted by the efficiency definition, and therefore at the point where the heat requirement 

term passes through zero, a kink results in the efficiency solution.   

The efficiency results also indicate that as the air cell voltage is lowered and more 

current is pushed through the ACFC, the overall system efficiency quickly deteriorates.  

The more that this power is pushed into the SCFC cell, instead of withdrawn from the 

system, however, the better the cell efficiency becomes, as the ACFC power is being 

turned into hydrogen, a useful product.  This can be seen through Figure 7-8, which 

tracks the hydrogen production rate.  As expected, more hydrogen is produced at lower 

steam-cell voltages, representing higher current densities in the steam-carbon cell.  The 
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most hydrogen production occurs when the air-carbon cell is at OCV.  This is at first a 

non-intuitive result, however it becomes clear why this solution is produced when the 

parallel load shown in Figure 7-11 is investigated.  At this maximum production point, an 

external power source must be supplied to the cell to keep it operating (           ).  

Since the air-carbon cell is not drawing current at this point, all of the CO produced in the 

system can be utilized by the SCFC.  As the air-carbon cell voltage is dropped, it begins 

to draw current.  Although this lowers the necessary external power supply, it also 

removes CO from the bed, and therefore the SCFC has less fuel to operate on, resulting in 

decreased performance. Figure 7-10 reveals a similar result, and shows that if the air-

carbon voltage is less then the bias voltage on the steam-carbon cell, external power must 

be supplied to keep the system in operation (         ). 

A comparison between the hydrogen production rate in Figure 7-8 and the total 

power density in Figure 7-9 also reveals that these two values are directly opposed to one 

another.  This is an expected result, and essentially shows that the power produced by the 

air-carbon cell can be used to overdrive the SCFC and produce hydrogen, or it can be 

removed directly as electrical power.  For any given air-carbon cell voltage, the steam-

carbon cell voltage can be altered in order to vary the ratio of hydrogen produced to 

electricity produced.  This result shows that the SCAFC can be operated in different 

regimes at different times to match power loads, for example, with the excess power 

produced being used to generate hydrogen for later use. 

The heat requirement results in Figure 7-7 are also of interest.  For nearly all 

configurations, the system is net-exothermic, producing waste heat.  The zero contour 

near the top right of the plot traces out the set of operational conditions where the system 

is truly autothermal.  No extra heat is wasted along this curve, and no heat is required by 

the system either.  Above this contour, the heat generated in the ACFC is not enough to 

overcome the thermal losses in the fuel bed and SCFC, and therefore an external heat 

source must be found to supply the system with the necessary thermal energy to operate. 
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In a real SCAFC system, it would not be desirable to operate in any regime where 

a heat or power input is required.  Because electric power can flow into or out from the 

cell in one of two fashions, by the parallel or series load, having either of the parallel or 

series loads providing power to the system (                        ), even if the 

total of the parallel and series loads still sums to a net power output from the system, is 

not desirable.  This is because these power output and inputs are DC in nature and at 

different current and voltages.  Using one of these loads to provide the power required at 

the other would require significant power electronics that would likely lead to large 

losses during the conversion process.  Using the zero contour from the heat requirement 

plot in Figure 7-7, as well as the zero contours for power output from the series and 

parallel load plots in Figure 7-10 and Figure 7-11, a map of the acceptable operational 

space can be created.  This map is shown in Figure 7-12, with the red region representing 

the undesirable zone where either heat or power from the parallel or series load is 

required to operate the device.  The green region represents the operational space where 

the system is in total autothermal or exothermic, and where both the parallel and series 

loads remove non-negative amount of electrical power (   ,            , and 

         ).  This map can be overlaid on to the previous results to highlight the portion 

of the operational map that is desirable to operate in, and these results are shown for cell 

efficiency, hydrogen production rate, and total power output in Figure 7-13, Figure 7-14, 

and Figure 7-15 respectively. 
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Figure 7-12: Operational space map 

showing the favorable operating region 

(green) where no external heat or work 

input is required. 

 

Figure 7-13: SCAFC model results for 

cell efficiency.  The faded region 

represents unfavorable operating 

regimes. 

 

Figure 7-14: SCAFC model results for 

hydrogen production rate.  The faded 

region represents unfavorable 

operating regimes. 

 

Figure 7-15: SCAFC model results for 

average power output.  The faded 

region represents unfavorable 

operating regimes. 

These results indicate that the regions of highest hydrogen production occur far in 

the unfavorable operating region where external power must be supplied to the device to 

maintain operation.  These regions therefore represent zones where the reactions in the 

SCAFC are not spontaneous, and the system is essentially acting as an electrolyzer, albeit 

one assisted by the ACFC and carbon bed in the device.  The favorable operating zone 

matches well, however, with the maximum power density region.  This result indicates 
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that a balance must be found between maximizing hydrogen production while still 

producing enough heat and power in the ACFC to keep the ACFC operational.  In 

addition, the efficiency in this favorable region changes drastically, from a maximum 

above 70% to a minimum near zero. 

To gain further insight into the tradeoffs between cell power density, hydrogen 

production rate, and cell efficiency, the data in Figure 7-13 through Figure 7-15 can be 

combined into a single plot by collapsing the results into a single solution surface in three 

dimensional space.  This surface is shown in Figure 7-16.  A two dimensional projection 

of this surface down the cell efficiency axis is shown in Figure 7-17, with the non-

favorable operational space faded, as in the previous figures.  Because the solution 

surface wraps back onto itself, the back solution of the surface, which has low efficiency 

and appears in blue, can be seen around the edges of the front of the surface, which has 

higher efficiency and is shown in red.  The top edge of the plot in Figure 7-17 is not an 

edge of the surface, but is rather the point at which the surface folds back onto itself and 

disappears behind itself. 

 

 

Figure 7-16: SCAFC model surface showing the relationship between cell efficiency, 

power density, and hydrogen production rate. 
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These results indicate that cell efficiency can vary widely over the operational 

space, with a maximum value of over 86% and a minimum value of less than 1%.  

Because the solution space folds back onto itself, there are two possible operating 

conditions, one with high efficiency and one with a low cell efficiency.  Most of the 

solutions at low efficiency, however, are in the unfavorable operational region and the 

system would therefore require an external work or heat input. 

The solution surface has multiple cuts removed from it due to unfavorable 

operating conditions.  The requirement that         be positive results in most of the low 

efficiency portion of the operational space being discarded.  The requirement of           

to remain positive removes a section at low electric power production rates, and the final 

requirement that the heat input Q be non-positive results in a slightly larger parabolic 

section being removed at low power and hydrogen production rates but high efficiency.   

The ideal operational space results indicate that the SCAFC arrangement is able to 

efficiently produce hydrogen and electric power both spontaneously and without any 

 

Figure 7-17: SCAFC model results showing cell efficiency as a function 

of power density and hydrogen production rate.  The faded region 

represents the unfavorable operating regime. 
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external heat inputs.  If efficiency is the primary motivating factor for cell operation, a 

maximum cell efficiency of over 78% can be realized by operating near the solution point 

which produces hydrogen at a rate of 1.3 kg/(m
2
 day) and 55 mW/cm

2
 of electric power.  

This operational point corresponds to voltages of 0.8 V on the air-carbon cell and -0.3 V 

on the steam-carbon cell.  This point exists at the intersection of the autothermal contour 

and the zero           contour in the solution space, meaning that no heat is required or 

rejected by the cell, and no power is removed or added through the parallel block in the 

circuit diagram.  In effect, this means that although the cells are operating at different 

voltage levels, the total current passing through each cell is identical. 

If hydrogen production is the primary goal, a maximum hydrogen production rate 

of approximately 2.35 kg/(m
2
 day) with no electric output can be realized with an overall 

cell efficiency of 67%.  This point exists at the location where both         and           

are equal to zero, meaning this point is where the air-carbon cell is fully overdriving the 

steam-carbon cell.  This occurs when the current passing through both cells is equal and 

when the steam-carbon bias voltage is equal to the air-carbon cell voltage, near 0.6 V for 

this case.  According to the model results, a steam-carbon fuel cell device in the given 

geometry could only produce 0.32 kg/(m
2
 day) of hydrogen on its own spontaneously, 

and would further require a heat input to keep the cell operational.  By coupling the 

steam-carbon fuel cell and adding an air-carbon cell to both provide heat and more 

electric power, a six-fold increase in hydrogen production rate density is realized with 

only a doubling in active cell area, and furthermore the heat input requirement is 

eliminated for the device.  
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8. Summary of Results and Conclusions 

Carbon fuel cells, defined in this work to be the class of solid-state fuel cells that 

utilize a solid oxide electrolyte to convert solid carbonaceous material placed directly in 

contact with the anode, are a relatively new and promising device architecture that holds 

the promise of allowing for the efficient production of hydrogen and electricity from 

solid fuels.  CFC devices also intrinsically act as a separation device, resulting in an 

exhaust stream of concentration carbon dioxide that can be captured and sequestered with 

less energy than is required for conventional power conversion systems.  These features 

make CFC devices an attractive component in the effort to produce more energy at a 

cheaper price for the worlds growing and developing population with less environmental 

impact than conventional power conversion technologies. 

This study introduced three sub-classes of carbon fuel cells: the air-carbon fuel 

cell, which reacts carbon with oxygen in air to produce electricity directly through the 

electrochemical conversion process, the steam-carbon fuel cell, which reacts carbon with 

water to produce both electricity and hydrogen fuel with a required external heat addition, 

and the steam-carbon-air fuel cell, which couples an ACFC and SCFC to efficiently 

produce both electricity and hydrogen from solid fuels without any external heat or work 

inputs. 

In order to better understand the operational characteristics of these devices, a set 

of seven module blocks were defined and developed.  Each module consisted of a set of 

governing mathematical equations that could be solved computationally to predict the 

behavior of one particular physical phenomenon occurring in CFC devices.  When 

necessary, appropriate experiments were performed in order to find the necessary 

parameters to inform these modules, and these results were presented along with the 

numerical fits to the data. 
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A set of models was then developed based on these module building blocks.  A 

model of the carbon fuel bed was developed, as were models for ACFC, SCFC, and 

SCAFC devices 

8.1. Results from CFC Models 

The packed carbon bed model reactivity model detailed in Chapter 4 compared 

the performance of multiple fuel types in a solid fuel bed used to power a carbon fuel cell 

device.  Of all the fuels studied, the artificially produced activated carbon fuel had the 

worst performance of all fuels, while corn stover, followed closely by almond shells, 

performed the best, offering the ability to support current density loads in excess of 

1 A/cm
2
 on bed heights under 2 mm. All of the chars performed well in the simulations, 

revealing that a wide array of fuel sources can be employed in CFC devices with greater 

than 70% fuel utilization efficiency on all the fuels studied.  Furthermore, the results 

indicated that the kinetics of the bed were fast enough on all the fuels to support practical 

cell current densities, verifying the potential of CFC devices. 

The packed bed model was then extended in Chapter 5 to produce a model of air-

carbon fuel cell devices.  The model was employed for both planar and tubular device 

architectures in order to gain insight into the operational behavior of the devices in 

multiple configurations.  The results for both cell types indicated that the maximum 

power point and the maximum efficiency point were at different locations in the 

operational space, and that optimizing one came at the expense of the other.   

Further, the planar cell results demonstrated that the fuel cell configuration is 

extremely important in determining the nature of the tradeoff: changes in geometry will 

impact the residence time that CO2 produced at the anode surface will have in the fuel 

bed as it is transported towards the anode exit plane.  Cell geometry can therefore be 

designed to control this residence time so that a majority of the CO2 passes through the 
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bed before having a chance to react, while still allowing enough to react to continue to 

provide the necessary CO fuel to the anode surface.  As a result, the observed tradeoff in 

cell power output and overall system efficiency is a tunable parameter, controlled by 

operation and geometry. 

The planar cell model was also exercised for multiple fuel types, and the trends 

that resulted matched those identified by the packed carbon bed reactivity model.  The 

results, however, clarified that the electrochemical kinetics limited device performance, 

and as a result the impact of difference in fuel reactivity was blunted. Similar cell 

performance can therefore be expected from multiple fuels within air-carbon fuel cells. 

Further, the ACFC model was exercised for both platinum and nickel electrodes, 

based on kinetic parameters measured through experimentation on CFC devices.  The 

results showed that material and microstructure improvements to ACFC electrodes have a 

strong effect on cell performance, and that both power density and cell efficiency are 

increased as a result of faster kinetics at the electrodes.  

ACFC modeling results on tubular cell geometries revealed similar operational 

behaviors and trends.  The results, however, revealed that the ideal operating regime, 

where both high power density and efficiency can be realized, is significantly larger for 

tubular geometries, suggesting that these devices may offer the ability to better optimize 

operational performance over a wider range of conditions.  An optimal point was 

identified for the geometry studied, and revealed that these cells can support a high power 

load in excess of 1 W/cm
2
 with an overall efficiency approaching 65% for a device with a 

bed height of 50 mm.  

A similar model was then developed to predict the behavior of SCFC devices.  

This model, based on a planar geometry, allowed for the hydrogen production of the 

SCFC devices, as well as the heat requirements of these systems, to be accounted for in 

the overall system efficiency calculations.  The results showed the production of 
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hydrogen helped increase the cell and system efficiency.  The efficiency of the device 

was shown to decrease as cell voltage was dropped, until a minimum was reached and 

then efficiency increased again as the cell approached the short circuit condition.  This 

reversal in the efficiency trend stands in contrast to ACFC devices, where the efficiency 

continues to fall as the voltage is dropped.   This trend was beneficial to device 

optimization, as higher power density or hydrogen production rates were shown to 

increase efficiency.  A maximum efficiency point near 90% was found for the geometry 

studied, corresponding to a hydrogen production rate of 8 kg/m
2
 day at the short circuit 

condition.  

Finally, the ACFC and SCFC models were combined into a coupled model of a 

SCAFC device.  This model was exercised for a large number of combinations of SCFC 

and ACFC cell voltages.  An ideal operational space was identified, within which the 

SCAFC is able to efficiently produce hydrogen and electric power both spontaneously 

and without any external heat inputs.  A maximum cell efficiency of over 78% was 

shown to be realizable by operating near a solution point with a hydrogen production rate 

of 1.3 kg/(m
2
 day) and 55 mW/cm

2
 of electric power.  A maximum hydrogen production 

rate of approximately 2.35 kg/(m
2
 day) with no electric output was also shown possible at 

a cell efficiency of 67%.  This point represented a six-fold increase in hydrogen 

production rate density through only a doubling in active cell area compared with what 

the SCFC could produce on its own in the given geometry.  Furthermore, this solution 

point was shown to eliminate any external heat or power requirement for the device.   

These results clearly reveal the promise that CFC devices hold for future 

electricity and hydrogen production from solid fuels.  The results demonstrate that both 

practical power densities and high system efficiencies can be realized from CFC devices 

operating on biomass or coal chars.  As a result, it is clear that further research into CFC 

devices in order to overcome the remaining barriers to producing devices that are reliable 

and economically accessible is an important and worthwhile use of both financial and 
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human capital. 

8.2. Recommendations for Future Work 

Despite the simulation results shown in this work, as well as experimental results 

produced in the lab on bench scale devices, significant hurdles remain in the development 

of commercial carbon fuel cell systems.  In this study, the chemical makeup of the chars 

used in the fuel cells studied was not considered or modeled, however many of the other 

elements present in both coals and biomasses, particularly sulfur, can cause considerable 

damage to fuel cell electrodes, as discussed in Section 3.7.5.2.  Addressing this challenge, 

either through the use of sorbent materials that can selectively remove the sulfur from the 

fuel stream, or through new electrode materials capable of tolerating sulfur gases in the 

fuel stream must be developed.  One potential solution, which relies on a calcium based 

sorbent material to remove H2S and COS from the gas phase is briefly discussed in 

Appendix A, and a proof of concept experiment is presented to demonstrate the efficacy 

of the sorbent material. 

Further work to refine the models described in this study is also suggested.  The 

electrochemical reaction mechanisms utilized in Section 3.7.1 to determine global 

reaction orders for reduction and oxidation reactions are still unknown and under debate 

in the academic community.  The mechanism for CO oxidation on an electrode surface is 

in particular need of refinement, and further experimental impedance measurements on 

real devices aimed at clarifying reaction orders would be useful in helping determine the 

important rate limiting steps in the oxidation process. 

   More simulations using the models detailed in this work could also help shed 

further light on the operational aspects of CFC devices.  Although a wide range of 

conditions were simulated for this study, new geometries, flow regimes, and operational 

conditions should be explored.  For example, the results of the SCAFC model suggest 
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that a primary limitation of the performance of the SCAFC geometry studied was the 

short fuel bed height of 1 mm.  Increasing this bed height, or modeling entirely different 

geometries, including concentric tubes, could produce different results that reveal 

combinations capable of producing higher fluxes of electric power and hydrogen at high 

efficiencies.  Further, studies of SCAFC devices where the ACFC and SCFC components 

have different active surface areas should also be explored to reveal any possible 

optimizations in surface area ratios between the devices.   

Another potential use of models derived in this work would be in a transient mode 

to simulate a step change in cell voltage.  This simulation would still rely on a quasi-

steady assumption, and therefore the fuel bed could be assumed to be of uniform extent 

of conversion.  A simulation of sufficient resolution would allow the current response to 

a voltage step to be simulated, from which an EIS spectra could be generated for 

comparison to experimental results.  

Finally, the production of new modules for use in developing more realistic 

models is also recommended.  More advanced models could allow for the volatile gases 

present in carbonaceous fuels to be included in the anode gas phase, and their effect on 

performance could then be simulated.  Transient analyses would allow for the operational 

performance of a cell over time as fuel char is reacted, and its kinetics therefore changed, 

to be tracked and studied.  The stacking of multiple planar cells together into a fuel cell 

block, within which the full heat and mass transport is calculated, would be useful in 

determining the performance of real systems. 

Together, these suggestions represent some of the multiple possible paths for 

continued CFC technology development.   
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Appendix A. Sulfur Sorbent Study 

As discussed in Section 3.7.5.2, the presence of sulfur compounds in nearly all 

carbonaceous fuels is a challenge to the development of commercial carbon fuel cell 

systems.  Above a critical threshold, the sulfur compounds react at the electrode surface 

and permanently block reaction sites, effectively lowering the active cell surface area.  

This effect, known as cell poisoning, results in a steady decrease in performance over 

time, and for nearly all fuels of interest, the degradation rate is expected to be too great to 

allow for commercially viable devices. 

As a result, methods must be developed to combat this problem.  One potential 

solution is the use of sulfur sorbents.  A sorbent material, when placed between a fuel bed 

and fuel cell anode, or when mixed directly into the fuel bed itself, would preferentially 

adsorb or react with sulfur compounds in the gas phase, effectively removing them from 

the system before they had a chance to react at the electrode.  Candidate materials, 

chosen based on thermodynamic equilibrium calculations, include sorbents composed of 

calcium, barium, and strontium.   

In order to test the potential of using sorbent materials, a simple proof-of-concept 

experiment was conducted.  In this experiment, a quartz reactor vessel was a frit was 

placed into a cylindrical heater such that the frit was at the center of the heater.  One 

gram of powdered calcium carbonate was then placed onto this frit, and the vessel was 

flushed with helium.  The system was heated to a test condition of 973 K, and a known 

quantity of 500 ppm COS gas (balance helium) was then flowed into the system.   The 

outlet of the system was passed through a gas chromatograph, which was used to detect 

the COS concentration in the exhaust stream.   

For each flow rate of COS into the system, the flow rate of gas through the 

sorbent bed was calculated based on the system temperature.  This flow rate was used to 
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determine an average gas velocity based on the system cross-sectional area.  The sorbent 

bed height was then divided by this velocity to determine an average gas residence time 

in the bed.  Measurements were made for multiple flow rates of the COS gas into the 

system, which had the effect of changing this average residence time.   

The results, shown in Figure A-1, indicate that as the residence time in the gas 

increased, the measured level of COS in the exhaust decreased.  At the maximum 

residence time studied, near 0.42 seconds, the gas concentration of COS measured 8.5 

ppm, over 50 times lower than the inlet concentration of 500 ppm.  The relationship 

followed a logarithmic relationship, and a fit to the data is also provided in the figure to 

clarify this trend.   

Unfortunately, the accuracy of the gas chromatograph readings was low, with an 

expected error of over 50 ppm for each measurement.  This error is significantly higher 

than the resolution necessary to fully measure the efficacy of the sorbent, and as a result 

of this high error, further experiments were not conducted.  The use of a more accurate 

and reliable measurement method, such as a gas chromatograph equipped with a flame 

ionization detector, are highly encouraged.  Despite this, however, the results obtained do 

 

Figure A-1: Measured COS concentration after passing through a CaCO3 

bed at 973 K.  Inlet gas was 500 ppm COS. 
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demonstrate that the sorbent was active in removing sulfur from the gas stream and 

effective in lowering total gas phase concentrations considerably.  This result clearly 

provides support for further research into the use of sorbent materials to lower sulfur 

concentrations in anode gases.   In this further work, efforts should be made to determine 

the nature of the removal method, the kinetics of the removal process, and the expected 

lifetime and regeneration costs of the sorbent material.  In addition, the removal of other 

gaseous sulfur species likely to be found in the anode gases, primarily H2S, should also 

be studied to verify the effectiveness of sorbents in removing all necessary sulfur 

compounds. 
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Appendix B. Experimental Setup 

A number of devices were used in experiments conducted in support of this study.  

Although a number of devices and geometry form factors were used, a common set of 

methods was used, where appropriate, to produce and assemble these cells.  The 

following sections describe these processes in a general form for the various cells studied 

in this dissertation.  For planar and tubular cells purchased without electrodes, the process 

described in Section B.1 was used to form the anode and cathodes of the cells.  Devices 

purchased with defined electrodes did not undergo this step.  For planar cells, the steps 

described in Section B.2 were followed in order to attach the cell to a tubular support 

structure.  Tubular cells did not undergo this step, as their tubular YSZ electrolyte 

provided the tubular support necessary.  Finally, all cells were assembled into a test 

fixture according to the steps in Section B.3, and then connected to various electrical 

interrogation equipment according to the instructions provided in Section B.4. 

B.1. Electrode Preparation 

A number of cells were produced and tested by forming electrodes on a virgin 

YSZ surface.  Planar cells were produced using 0.1 mm thick YSZ discs with an outer 

diameter of 1 cm (MarkeTech International), while tubular cells were prepared using 

1 mm thick YSZ single-closed-end tubular cells with an outer diameter of 1 cm.  In order 

to produce platinum electrodes, a platinum ink (NexTech Materials) was utilized which 

consisted of platinum particles suspended in a heavy alcohol.  To produce both nickel 

cermet electrodes, a powder of the raw material (66% by weight NiO, 34% by weight 

8%-doped YSZ, NexTech Materials) was mixed with glycerol in order to form an ink.  

LSM electrodes were prepared in a similar manner from a powder of LSM-YSZ 

composite (50% by weight LSM, 50% by weight 8%-doped YSZ, NexTech Materials).  

The inks were then mixed with a defined quantity of carbon black powder, usually 
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between 10-40% by weight, which served as a pore former.  The combined paste was 

then screen printed onto the electrolyte surface.  Care was taken to leave spacing around 

the periphery of button cells in order to maintain a sealing surface.  On tubular cells, the 

electrode was printed at the closed end of the tube and 1-3 inches up the sides of the tube.  

The interior electrode was painted the length of the tube due to difficulty masking the 

inside surface.  In addition, the inside of the tubular cells was always used as the anode, 

and so the electrode materials were chosen accordingly.  To ease in production, only one 

electrode surface was prepared at a time.   

After screen printing, the cell was placed into a high temperature tubular furnace 

and sintered according to the recipe shown in Table B-1.  After sintering, the process is 

repeated to produce the second electrode. 

Table B-1: Electrode sintering recipe. 

Step Description 

1 Heating ramp to 400 K at 5 K/min 

2 Hold at 400 K for 1 hour 

3 Heating ramp to 700 K at 5 K/min 

4 Hold at 700 K for 1 hour 

5 Heating ramp to 1000 K at 5 K/min 

6 Hold at 1000 K for 1 hour 

7 Heating ramp to 1773 K at 5 K/min 

8 Hold at 1773 K for 2 hours 

9 Cool to 298 K over 8 hours 

 

B.2. Cell Support Assembly 

In order to be used in the fuel cell test stand, button cells must be affixed to a 

support structure that can interface with the mechanical connections of the test setup.  

One foot long YSZ tubes with an outer radius of 1 cm and a wall thickness of 1 mm were 

utilized as support structures.  The planar cells were affixed to the YSZ support tubes 

using an albite glass seal.  Albite (NaAlSi3O8) is used due to its good coefficient of 
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thermal expansion match with YSZ, which greatly reduces stresses on the cell during 

heating and operation that can lead to failures.   

In order to form the seal, a powder of albite material was mixed with glycerol to 

form a thick paste.  The pasted was then applied to one end of the YSZ tube until the 

entire end surface was wetted.  The button cell was then placed directly onto the end of 

the tube, with the anode electrode facing into the inside of the tubular support.  The cell 

was gently pressed in place using tweezers, and the surface tension of the glycerol was 

then relied upon to hold the cell in place.  The tube was placed inside a vertical tubular 

furnace, such that the button cell was resting on the top of the tubular support.  The 

furnace was then heated at a 5 K/min ramp to 1473 K and held at temperature for 15 

minutes until being cooled back to room temperature over the course of 8 hours.   

After this step is complete, platinum mesh current collectors are affixed to each 

electrode.  Each mesh current collector is cut to the size of the electrode, and one or more 

platinum wire leads of sufficient length are affixed to the mesh using a wire bonder spot 

welder.  A small amount of platinum paste is applied to the periphery of the electrode, 

and the mesh is put in direct contact with the ink.  The connections are allowed to dry at 

room temperature over 48 hours until a solid, electrically conductive link is formed 

between the electrodes and the current collection mesh.   

B.3. Mechanical Connections 

In order to attach inlet and outlet tubes, as well as electrical leads and 

thermocouples, to the cell and its support structure, a number of mechanical connections 

are used that allowed the YSZ support to interface with common Swagelok fittings.  The 

assembly consists of three interfaces.  The topmost, shown in Figure B-1, is attached to 

the end of the tubular support and allows for inlet gas streams, outlet gas streams, 

electrical leads, and thermocouple leads to access the interior of the tubular support.  

Directly below this interface, the next interface shown in Figure B-2 attaches to the 
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tubular support and connects the tubular support to a quartz reactor vessel that contains 

the cell.  This custom-built manifold allows for cathode exhaust gases, as well as 

thermocouple leads and electrical leads, to be run out of the annular cathode chamber.  

Finally, at the bottom end of the quartz reactor vessel, a final interface allows cathode 

gases into the chamber.  For ACFC cells, this manifold consists of a direct link to an air 

inlet line as shown in Figure B-3, while for SCFC cells, a carrier inlet line is inserted into 

the reactor chamber and a water line is connected to the annular space, as shown in 

Figure B-4.  Care is taken to ensure that the carrier inlet line is inserted far enough such 

that the water stream vaporizes before the two streams mixed. 

The entire assembly is then carefully lowered into a tubular furnace, and all the 

inlet and outlet manifolds are connected to the correct supply and exhaust lines via 

Swagelok fittings, as shown in Figure B-5. 

 

Figure B-1: Top interface, which connects the YSZ support tube to inlet 

and outlet streams, as well as electrical leads. 
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Figure B-2: Middle interface, which connects the quartz reactor to the 

outlet stream, as well as electrical leads, and seals against the YSZ 

support tube. 

 

Figure B-3: Bottom interface for ACFC devices, allowing an air inlet to 

be attached to the bottom of the quartz reactor. 
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Figure B-4: Bottom interface for SCFC devices, allowing a steam and 

carrier inlet to be attached to the bottom of the quartz reactor. 
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Figure B-5: Full experimental setup, showing the location of all the 

interfaces, the fuel bed, and furnace. 

B.4. Electrical Connections 

The final step before experiments can be performed is attaching the cell electrical 

leads to interrogation equipment.  First, the various cell leads are passed through the 

appropriate openings in the manifolds.  At this stage, thermocouples are also inserted 

through these manifolds, and then all the lead openings are sealed from the environment 
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using a silicon-based high temperature seal putty or a wax.  The electrical leads are then 

connected to one of a number of devices, including a high impedance voltmeter, a 

potentiostat/galvanostat, or a function generator and frequency response analyzer for EIS.  

Each of these devices is interfaced to a PC computer running Windows XP using either a 

RS-232 serial interface or a data acquisition card capable of reading voltages from -20 to 

20 V at a sampling rate of 9 Hz.  These various options are shown schematically in 

Figure B-6, with the EIS test setup shown in a four lead configuration. 

 

Figure B-6: Various electrical interrogation equipment that can be 

attached to a fuel cell during experimentation.Í 
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Appendix C. Data Extraction and Fitting Code 

Included in this appendix are Matlab source code files useful in extracting, 

processing, and analyzing data.  Only the most important code files deemed difficult to 

replicate are provided here. 

C.1. Gas Chromatography Analysis 

Throughout this dissertation, GC measurements were used to measure cell 

exhaust products and verify experimental closure.  For these experiments, a Varian model 

3400 gas chromatograph with a thermal conductivity detector was utilized, and a Haysep 

Parapak Q porous polymer was eployed to separate gas species.  A MS 5A molecular 

sieve was also occasionally utilized to perform separations that included hydrogen gas.  

Argon was utilized as the carrier gas in the experiments, and its flow rate was held fixed 

at 30 mL/min.  Because the oxygen and nitrogen peaks overlap in the recipes utilized, 

their values were lumped into a single ‘air’ parameter.  The presence of an air peak 

indicated experimental leakage, and therefore an experiment with unreliable data.  As a 

result, only experiments that had no demonstrable air peak, and therefore no oxygen or 

nitrogen infusion, were utilized throughout this dissertation.  The following Matlab 

function returns the mole fraction of the various gases that the GC was able to detect 

based on an input chromatograph trace. 

function [area value] = AnalyzeGCData(Gas,Time,Voltage) 
% Function finds the area of a peak for a specified gas in a GC trace 
% Inputs are: 
% Gas: The gas to find the peak for 
% Method 2 gases: ('CO', 'CO2', 'Air) 
% Method 1 gases: ('CO_1','CO2_1','Air_1','H2_1') 
% Time trace from GC (seconds) 
% Voltage trace from GC (volts) 
% 
% output is area of voltage peak on a time basis, as well as the mole 
% fraction of the species based on December 2010 calibration data 
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switch Gas 
    case 'CO' 
        Start=104; 
        End=120; 
        p=[1.0760 0]; 
    case 'CO2' 
        Start=145; 
        End=170; 
        p=[1.9673 0]; 
    case 'Air' 
        Start=90; 
        End=104; 
        p=[1.0051 0]; 
    case 'CO_1' 
        Start=80; 
        End=105; 
        p=[1.0509 0]; 
    case 'CO2_1' 
        Start=125; 
        End=155; 
        p=[1.9311 0]; 
    case 'Air_1' 
        Start=78; 
        End=95; 
        p=[0.9196 0]; 
    case 'H2_1' 
        Start=70; 
        End=78; 
        p=[2.311 0]; 
    otherwise 
        error('Specified Gas has not been calibrated and entered'); 
end 

  

  
maxval=0; 
maxind=0; 
startind=1000000; 
endind=0; 
for i=1:length(Voltage) 
    if ((Time(i) >= Start) && (Time(i) <= End)) 
        if i < startind 
            startind=i; 
        end 
        if i > endind 
            endind=i; 
        end 
        if(Voltage(i) > maxval) 
            maxval=Voltage(i); 
            maxind=i; 
        end 
    end 
end 
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if(endind <= startind) 
    area=0; 
    return; 
end 
area=abs(trapz(Time(startind:endind),Voltage(startind:endind))); 
value=polyval(p,area); 

 

C.2. Butler-Volmer Analysis 

The following function takes in a full set of EIS data for a particular half reaction 

(an array of cell current values and electode overvoltages) and attempts to find the charge 

transfer coefficients for the anodic and cathodic reaction at the electrode surface using a 

brute force method.  This same data is also used in determining   
  for the electrode, and 

since that process is straightforward, and different for each electrode reaction, it is not 

included here. 

[alpha_a alpha_c]=function FindAlpha(i,voltage) 
% Function will find the charge transfer coefficiencts for an electrode 
% based on measured data.  First input is the cell current, and second 
% input is the overvoltage at the electrode in question.  Output is a 2 
% item vector [alpha_a alpha_c]. 

  
R=8.314; 
F=96485; 
alpharange=.01:.001:2.9; 
inot=[]; 
alphas=[]; 
for alpha_a=alpharange 
    exp1=exp(alpha_a*voltage/1000*F/R/T); 
    for alpha_c=alpharange 
        exp2=exp(-1*alpha_c*voltage/1000*F/R/T); 
        vals=current./(exp1-exp2); 
        inot(ind)=std(vals); 
        a_a(ind)=alpha_a; 
        a_c(ind)=alpha_c; 
        ind=ind+1; 
    end 
end 
ind=find(min(inot) == inot,1); 
alpha_a=a_a(ind); 
alpha_c=a_c(ind); 
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C.3. TPD Analysis 

The following set of functions fit the necessary Arrhenius parameters to TPD 

datasets, as described in Section 3.2.4.3. 

function [E sigma CO]=TPD_Fitting_Routine(guess,data,constants) 

% This function attempts to solve for the E and sigma values that will 
% produce a CO evolution trace based on a gaussian energy distribution 

to 
% data from a TPD test.   
% 
% Inputs are: 
% [E_guess sigma_guess]: vector of guesses for E and sigma (J/mol) 
% data: data matrix to fit to.  Column 1 should be temperature in K, 

and 
%   column 2 should be moles/s CO released 
% constants: a vector of constants to use in the calculations, as 

follows: 
%   Tmax: Maximum temperature to run prediction to, K 
%   A: Pre-exponential factor 
%   ramp: Ramp rate (K/s) 
%   TO: Initiatl Temperature, K 
%   [CO]o: normalizing CO concentration (moles/m^3) 
%   sitemoles: moles carbon sites/m2 
%   SgO: m2/g, inital surface area 
%   mass0: grams, initial mass char 
% 
% Outputs are: 
% [E sigma]: The values of E and sigma produced by the fit 
%  
% The LSQNONLIN function will output status updates to the command line 
% during operation.  

  
h=figure(1); 
[solution,RESNORM,RESIDUAL,EXITFLAG]=lsqnonlin(@(x) 

TPD_Solver_Function(x,data,constants),... 
    guess',[0;0],[],optimset('Display','iter','MaxIter',25)); 
close(h); 

  
E=solution(1); 
sigma=solution(2); 
CO=solution(3); 
end 

  
function outputs=TPD_Solver_Function(inputs,data,constants) 
% This function should be used within an optimization routine to find 

the 
% Ebar and sigma values that fit the TPD prediction to data 
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%  
% Inputs are: 
% [Ebar;sigma]: column vector of values to solve for.  Values in J/mol 
% data: data matrix to fit to.  Column 1 should be temperature in K, 

and 
%   column 2 should be moles/s CO released 
% constants: a vector of constants to use in the calculations, as 

follows: 
% A: Pre-exponential factor 
% ramp: Ramp rate (K/s) 
% TO: Initiatl Temperature, K 
% [CO]o: normalizing CO concentration (moles/m^3) 
% sitemoles: moles carbon sites/m2 
% SgO: m2/g, inital surface area 
% mass0: grams, initial mass char 
% 
% Outputs are: 
% [abserror; abserror]: error is a vector of the absolute error between 

the 
% data points and the prediction for each data point 
% 
% lsqnonlin can be used with this function to adjust Ebar and sigma in 

order 
% to find a solution that minimizes this error 

  
% Place inputs in variables 
Ebar=inputs(1); 
sigma=inputs(2); 
Tmax=data(:,1); 
A=constants(1); 
ramp=constants(2); 
T0=constants(3); 
CO_o=inputs(3); 
sitemoles=constants(5); 
Sg0=constants(6); 
mass0=constants(7); 

  
% Solve for TPD profile based on inputs 
[Time Temp CO_moles 

dCO_moles_dt]=TPD_solve(Tmax,A,Ebar,sigma,ramp,T0,CO_o,sitemoles,Sg0,ma

ss0); 
abserror=Calc_Error(Temp,dCO_moles_dt,data(:,1),data(:,2)); 

  
% Place error calculations into output matrix 
%outputs(1,:)=abserror; 
%outputs(2,:)=abserror; 
outputs=abserror; 
end 

  
function abserror=Calc_Error(T_solve,dCO_solve_predict,T_data,dCO_data) 
% Function calculates the absolute error between a predicted TPD line 
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and a 
% set of data points 
dCO_solve=interp1(T_solve,dCO_solve_predict,T_data); 
abserror=(dCO_solve-dCO_data)*1e8; 
end 

 
function [Time Temp CO_moles 

dCO_moles_dt]=TPD_solve(Tmax,A,Ebar,sigma,ramp,T0,CO_o,sitemoles,Sg0,ma

ss0) 
% Function will perform a prediction of a TPD run based on a gaussian 
% energy distribution.  Inputs are: 
% Tmax: max Temperature in Kelvin to compute solution to 
%   OR-array of temperature values to solve at (useful for optimization 
%   when you dont want to calculate a whole bunch of excess points) 
% A: pre-exponential factor 
% Ebar: The activation energy of the TPD reaction (J/mol) 
% sigma: The standard dev of the TPD reaction (J/mol) 
% ramp: The temperature ramp rate (K/s) 
% TO: The initial temperature (K) 
% [CO]o: Normalization CO concentration (total, moles/m^3) 
% sitemoles: moles carbon sites/m2 
% SgO: m2/g, inital surface area 
% mass0: grams, initial mass char 
% 
% Outputs are vectors: 
% Time: in seconds 
% Temp: in kelvin 
% CO_moles: moles CO per unit surface area of carbon at time t 
% dCO/dt: change in emission (mol/s) 
% 
% Script uses ODE45 to perform the calculation, and utilizes the 

function 
% TPD_Computation to compute d[CO]/dt at each time interval 

  
% Find time to compute to 
if length(Tmax) == 1 
    tmax = round((Tmax - T0)/ramp); 
    dt=1/ramp*5; 
    times=0:dt:tmax; 
else 
    times=(Tmax - T0)/ramp; 
end 
% Find all values 
for i=1:length(times) 
    t=times(i); 
    Time(i)=t; 
    dCOdt(i)=TPD_Computation(t,[0 A Ebar sigma ramp T0 CO_o]); 
    i=i+1; 
end 

  
Temp=T0+ramp*Time;      % Solve for temperature as function of time 
dCO_moles_dt=Sg0 * mass0 * dCOdt; % turn concentration into molar flow 
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% find total CO 
CO_moles=cumtrapz(Time,dCO_moles_dt); 

  
function output = TPD_Computation(Time,Values) 
% This will return d[CO]/dt at time t 
% First input is the time in seconds 
% Second input should be a vector as follows: 
% [CO(t) A E sigma ramp TO CO_o] 
% where: 
% CO(t): This is the CO surface concentration at time t.  Not used 
%   however...(needed space filler for ODE45) 
% A: The pre-exponential factor 
% E: The activation energy (J/mol) 
% sigma: standard deviation (J/mol) 
% ramp: Temperature ramp (K/s) 
% TO: Initial Temperature (K) 
% CO_o: Total CO concentration (everything is normalized by this) 
% 
% Output vectos is same length as Inputs vector.  Output(1) is the 

d[CO]/dt 
% All other values are 0 (this is used in ODE45 to pass constants) 

  
format long; 

  
% Setup constants 
R=8.314; 

  
% setup empty output 
output=Values*0; 

  
% Find inputs 
CO=Values(1); 
A=Values(2); 
E_avg=Values(3); 
sigma=Values(4); 
ramp=Values(5); 
TO=Values(6); 
CO_o=Values(7);  
if sigma < 100 
    diff=5e3; 
else 
    diff=2e4; 
end 
output=quadgk(@(x)gofull(x,E_avg,R,TO,ramp,Time,sigma,CO_o,A),0,Inf,'Wa

ypoints',[1e4:diff:1e6]); 
    % Waypoints are necessary in order to accurately compute integral 
    % (the function is near zero for most values with a single, sharp 

peak 
    % in the range specified.  Without this, the algorythm could easily 
    % jump over the peak and assume all values near zero) 

  



 

  

Appendix C – page 342 

function output=gofull(E,E_avg,R,TO,ramp,Time,sigma,CO_o,A) 

  
for i=1:length(E) 
    gfx(i)=quadgk(@(x)gofx(E(i),R,TO,ramp,x),0,Time); % G(E,t) term 
end 

  
fe=1/sigma*(1/(2*pi))^(1/2)*exp(-1*((E-E_avg).^2)/(2*sigma^2)); % 

gaussian term 

  
output=CO_o * A * exp(-E/(R*(TO + Time.*ramp))) .* exp(-A*gfx) .* fe; 

  

  
function output=gofx(E,R,TO,ramp,x) 

  
output = exp(-E./(R.*(TO + x.*ramp))); 

C.4. TGA Data Analysis 

The following function fit kinetic parameters for the Boudouard reaction to a set 

of TGA thermograms.  The function predicts a thermogram based on guessed kinetic 

parameters, compares this prediction to the data, and updates the guess in order to find a 

minimal error solution. 

function [k_fit] = 

Optimizer(mdmdt,conversion,k_guess,E2,Sig2,E4r,Sig4r,T,P,Sg,psi,CO2,CO,

N2,LB,UB) 
% Function will perform a least square fit to data provided for 

conditions 
% provided and output the k values for the fit in question 
%  
% INPUTS: 
% mdmdt: 1/m_p dm_p/dt data from TGA run (cell array, allowing multiple 
% runs to be fit at once) 
% conversion: conversion percentage (0-1) corresponding to above mdmdt 

cell 
% array 
% k_guess: guess array to start from (same form as output array) 
% E2: Value of E2 to use (J/mol, from TPD) 
% Sig2: Value of sigma2 to use (J/mol, from TPD) 
% E4r: Valueof E4r to use (J/mol, from TPD) 
% Sig4r: Value of sigma4r to use (J/mol, from TPD) 
% T: Temperature of the test (K) 
% P: Pressure of the test (atm) [cell array] 
% Sg: Surface area per unit mass from BET (m^2/g)  
% psi: Structural parameter 
% CO2: Flow rate of CO2 during test (ml/min) [cell array] 
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% CO: Flow rate of CO during test (ml/min) [cell array] 
% N2: Flor rate of N2 durint test (ml/min) [cell array] 
% LB: Lower bound of k values 
% UB: Upper bound of k values 
%  
% OUTPUTS: 
% k: array of k-values representing the lsq fit.  Values are [k1f k1r 

k3 
% k4f k5] 

  
% perform calculation: 
opts=optimset('Display','iter','TolX',1e-10,'TolFun',1e-8); 

  
k_fit=lsqnonlin(@(x) 

lsqfunction(x,k_guess,mdmdt,conversion,E2,Sig2,E4r,Sig4r,T,P,Sg,psi,CO2

,CO,N2),... 
    k_guess,LB,UB,opts); 

  

  
end 
function 

[error]=lsqfunction(k_in,k_init,mdmdt,conversion,E2,Sig2,E4r,Sig4r,T,P,

Sg,psi,CO2,CO,N2) 
% Function to use within the lsqnonlin function.  Inputs are as 

follows: 
% k: array of k-values Values are [k1f k1r k3 k4f k5] 
% mdmdt: 1/m_p dm_p/dt data from TGA run (cell array, allowing multiple 
% runs to be fit at once) 
% conversion: conversion percentage (0-1) corresponding to above mdmdt 

cell 
% array 
% k_guess: guess array that was used to start from (same form as above) 
% E2: Value of E2 to use (J/mol, from TPD) 
% Sig2: Value of sigma2 to use (J/mol, from TPD) 
% E4r: Valueof E4r to use (J/mol, from TPD) 
% Sig4r: Value of sigma4r to use (J/mol, from TPD) 
% T: Temperature of the test (K) 
% P: Pressure of the test (atm) [cell array] 
% Sg: Surface area per unit mass from BET (m^2/g) 
% psi: Structural parameter 
% CO2: Flow rate of CO2 during test (ml/min) [cell array] 
% CO: Flow rate of CO during test (ml/min) [cell array] 
% N2: Flor rate of N2 durint test (ml/min) [cell array] 
% 
% Output is error vector corresponding to predicted versus data 

  
k=k_in; 

  
for i=1:length(mdmdt) 
    [conv ddt]=Carbon_CO2_v4('A1f',k(1),'E1f',0,'A1r',k(2),'E1r',0,... 
        'E2',E2,'Sig2',Sig2,'A3',k(3),'E3',0,'A4f',k(4),'E4f',0,... 
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        'E4r',E4r,'Sig4r',Sig4r,'A5',k(5),'E5',0,... 
        

'T',T,'P',P{i},'Sg',Sg,'psi',psi,'Q_CO2',CO2{i},'Q_CO',CO{i},... 
        'Q_N2',N2{i},'waitbar',0); 
    predict_mdmdt{i}=interp1(real(conv),ddt,conversion{i}); 
    err{i}=log(mdmdt{i})-log(predict_mdmdt{i}); 
    %err{i}=(mdmdt{i})-(predict_mdmdt{i}); 
    predict_mdmdt2{i}=ddt; 
    conversion2{i}=conv; 
end 
k(1) 
k(2) 
k(3) 
k(4) 
k(5) 

  

  
% Produce plots 
figure(1); 
if length(mdmdt) == 1 
    

semilogy(conversion{1},mdmdt{1},'x',conversion2{1},predict_mdmdt2{1}); 
elseif length(mdmdt) == 2 
    

semilogy(conversion{1},mdmdt{1},'x',conversion2{1},predict_mdmdt2{1},..

. 
             

conversion{2},mdmdt{2},'x',conversion2{2},predict_mdmdt2{2}); 
elseif length(mdmdt) == 3 
    

semilogy(conversion{1},mdmdt{1},'x',conversion2{1},predict_mdmdt2{1},..

. 
             

conversion{2},mdmdt{2},'x',conversion2{2},predict_mdmdt2{2},... 
             

conversion{3},mdmdt{3},'x',conversion2{3},predict_mdmdt2{3}); 
else 
    

semilogy(conversion{1},mdmdt{1},'x',conversion2{1},predict_mdmdt2{1},..

. 
             

conversion{2},mdmdt{2},'x',conversion2{2},predict_mdmdt2{2},... 
             

conversion{3},mdmdt{3},'x',conversion2{3},predict_mdmdt2{3},... 
             

conversion{4},mdmdt{4},'x',conversion2{4},predict_mdmdt2{4}); 
end 

  
% calculate error 
error=[]; 
for i=1:length(mdmdt) 
    error=horzcat(error,err{i}'); 
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end 
error(isnan(error))=[1]*1e8; 
error(isinf(error))=[1]*1e8; 
end 

 
function [value, isterminal, direction] = 

conversion_v4(t,V,T0,dTdt,Tt,A,E,SN,M0,Sg0,psi,MC0,Y_in,N_in,P,tmax,Sig

,AllArrhenius,bar) 

  
value = -0.01 + V(6)/MC0;  %break when mass is 99% converted 
if bar > 0 
    waitbar(1-V(6)/MC0,bar); 
end 
isterminal = 1; 
direction = 0; 
function Vdot = 

CCO2mech_v4(t,V,T0,dTdt,Tt,A,E,SN,M0,Sg0,psi,MC0,Y_in,N_in,P,tmax,Sig,A

llArrhenius,bar) 
global PERSISTENT_TIME PERSISTENT_K2 PERSISTENT_K4; 

  
%find actual temperature (cannot just be parsed in due to the nature of 

the 
%ODE solver) 

  
T=T0; 
for i=1:length(Tt) 
    if t<Tt(i)         %determine which segment we are on 
        break 
    end 
end 
temp_change=dTdt(i); 
T=V(8); 
% find vector of k's based on T, A, E 
% k1f = k(1), k1r = k(2), k2 = k(3), k3 = k(4), k4f = k(5), k4r = k(6), 

k5 
% = k(7) 
k = A.*exp(-E./(8.314472*T)); 

  
% Calcuate k2 and k4r based on gaussian activation energy distribution? 
if AllArrhenius == 0 
   k(3)=quad(@(x)gaussian_k(x,T,A(3),E(3),Sig(3)),0,1e6); 
   k(6)=quad(@(x)gaussian_k(x,T,A(6),E(6),Sig(6)),0,1e6); 
   PERSISTENT_TIME(length(PERSISTENT_TIME)+1)=t; 
   PERSISTENT_K2(length(PERSISTENT_K2)+1)=k(3); 
   PERSISTENT_K4(length(PERSISTENT_K4)+1)=k(6); 
end 

  
% next, convert Ys (which we track) to Cs (for reaction rate) 
C_CO = V(3)*P/(82.06/1e6)/T; %C_CO used to be V(3) 
C_CO2 = V(4)*P/(82.06/1e6)/T; %C_CO2 used to be V(4) 
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% find reaction rates 
RR1f = k(1)*SN*C_CO2*(1-V(1)-V(2)); 
RR1r = k(2)*SN*V(1)*C_CO; 
RR2  = k(3)*SN*V(1); 
RR3  = k(4)*C_CO2*V(1)*SN; 
RR4f = k(5)*C_CO*SN*(1-V(1)-V(2)); 
RR4r = k(6)*SN*V(2); 
RR5  = k(7)*SN*C_CO*V(2); 

  
% find reactivity R 
R = 12.0*(RR2+RR3-RR4f+RR4r); 

  
% find change in overall mass 
dWdt = -(16*(RR1f-RR1r)-28*RR2-12*RR3+28*(RR4f-RR4r)-16*RR5); 

  
% find percent char conversion 
P_conv = 1-V(6)/MC0; 

  
% find percent total particle conversion 
P_conv_total = 1-V(5)/M0; 

  
% now find Sg 
Sg = Sg0*sqrt(1-psi*log(1-P_conv)); 
% total surface area 
Stot = Sg*V(6); 

  
% now find A factor 
A = Sg0^2/Sg*(psi/2 - Sg^2/Sg0^2); 

  
% find moles generated of CO, CO2, and total 
COgen = Stot*(RR1f - RR1r + RR2 + 2*RR3 - RR4f + RR4r - RR5); 
CO2gen = Stot*(-RR1f + RR1r - RR3 + RR5); 
Ngen = COgen + CO2gen; 

  
% now the derivatives of the vector, for ode45 (or ode15s) to solve 
% 1, 2, 3 come from equations 6.15, 6.16, and 6.17 in Liqiang Ma's 

thesis 

  
N_totdot = 0;  
% dN/dt in control volume is 0 because the CV is constant T,P, and V. 
% Thus, mass is conserved by more moles flowing out than in 

     
% We now track mole fraction, not concentration 
    % Y_COin = Yin(1) 
    % Y_CO2in = Yin(2) 

     
Nout = N_in + Ngen; 
Y_COdot = 1/V(7)*(N_in*Y_in(1) - Nout*V(3) + COgen); 
Y_CO2dot = 1/V(7)*(N_in*Y_in(2) - Nout*V(4) + CO2gen); 
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% for reference, form in Andrew Lee's thesis gives same results: 
%Y_COdot = N_in/V(7)*(Y_in(1) - V(3)) + 1/V(7)*(COgen-V(3)*Ngen); 
%Y_CO2dot = N_in/V(7)*(Y_in(2) - V(4)) + 1/V(7)*(CO2gen-V(4)*Ngen); 

     
% now, get adsorbed site fractions 
th_Odot = SN*V(1)^2*(-k(3)*A*12-k(4)*A*12*C_CO2-k(5)*A*12*C_CO)+... 
        V(1)*(-k(1)*C_CO2-k(2)*C_CO-k(3)-

k(6)*A*12*SN*V(2)+k(5)*A*12*SN*(1-V(2))*C_CO)+... 
        k(1)*C_CO2*(1-V(2)); 

  
th_COdot = SN*V(2)*V(2)*(-k(6)*A*12-k(5)*A*12*C_CO)+... 
        V(2)*(C_CO*(k(5)*A*12*SN*(1-V(1))-k(5)-k(7))-k(6)-

SN*V(1)*A*12*(k(3)+k(4)*C_CO2))+... 
        C_CO*k(5)*(1-V(1)); 

     

  
Mcdot = -V(6)*R*Sg;  %mass of carbon in sample 

  
% note: now Mc is used to find Stot, even when tracking Mtot 
Mdot = -V(6)*dWdt*Sg;  %total mass 

  
Vdot = [th_Odot; th_COdot; Y_COdot; Y_CO2dot; Mdot; Mcdot; N_totdot; 

temp_change]; 

  
end 
function y=gaussian_k(x,T,A,E,S) 
% Use within a quad (or numerical integration) routine to calculate k 

based 
% on gaussian distribution.  Inputs are: 
% x: energy level at current calculation [J/mol] 
% T: Temperature [K] 
% A: Pre-exponential 
% E: Average Activation Energy [J/mol] 
% S: standard deviation [J/mol] 
R=8.314; 
y=A*exp(-x/(R*T)).*(1/S).*((0.5/pi)^0.5).*exp(-0.5*((x-E).^2)/S^2); 
end 
function [Conversion dmdtoverm]=Carbon_CO2_v4(varargin) 
% This function performs a single run for the Bouduoard Reaction 

Mechanism. 
% Inputs are entered in pairs in any order, with the first item being a 
% string key for the value of the second item in the pair.  Any items 

not 
% included will revert to defaults as indicated: 
%   STRING              DESCRIPTION                         DEFAULT 
%   'A1f'               R1f A Parameter [m^3/(mol*s)]       5e3 
%   'E1f'               R1f E Parameter [J/mol]             184.6e3 
%   'A1r'               R1r A Parameter [m^3/(mol*s)]       1.08e2 
%   'E1r'               R1r E Parameter [J/mol]             89.7e3 
%   'A2'                R2 A Parameter [m^3/(mol*s)]        1e13 
%   'E2'                R2 E Parameter [J/mol]              375e3 
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%   'Sig2'              R2 E Standard Dev from TPD [J/mol]  28e3 
%   'A3'                R3 A Parameter [m^3/(mol*s)]        1e-4 
%   'E3'                R3 E Parameter [J/mol]              58e3 
%   'A4f'               R4f A Parameter [m^3/(mol*s)]       8.77e-1 
%   'E4f'               R4f E Parameter [J/mol]             148.2e3 
%   'A4r'               R4r A Parameter [m^3/(mol*s)]       1e13 
%   'E4r'               R4r E Parameter [J/mol]             455e3 
%   'Sig4r'             R4r E Standard Dev from TPD [J/mol] 53e3 
%   'A5'                R5 A Parameter [m^3/(mol*s)]        1.0e7 
%   'E5'                R5 E Parameter [J/mol]              262e3 
%   'AllArrhenius'      BOOLEAN: Ignore activation energy   0 (false) 
%                         distributions (Sig2 and Sig4r) 
%                         for R2 and R4r and calculate 
%                         k2 and k4r using Arrhenius    
%   'T'                 Temperature [K]                     1273 
%   'P'                 System Pressure [atm]               1 
%   'Sg'                Specific Surface Area [m^2/g]       750 
%   'psi'               Structural Parameter                3 
%   'Q_CO2'             CO2 Inlet Flow Rate [ml/min]        250 
%   'Q_CO'              CO Inlet Flow Rate [ml/min]         0 
%   'Q_N2'              N2 Inlet Flow Rate [ml/min]         0 
%   'r'                 Volume element radius [m]           0.007 
%   'h'                 Volume element height [m]           0.0152 
%   'Sites'             Site Density [sites/m^2]            3.8e19 
%   'dt'                Desired Time Step [s]               0.1 
%   'plot'              BOOLEAN: Display Output Plot?       0 (false) 
%   'waitbar'           BOOLEAN: Display a waitbar?         1 (true) 
%   'save_excel'        Filename to save output to (excel)  DONT SAVE 
%   'save_plain'        Filename to save output to (plain)  DONT SAVE 
% FOR EXAMPLE, to accept all defaults but input a different A2 (how 

about  
% 1e11), T (1100), and to plot output, you would enter: 
% Carbon_CO2_v4('A2',1e11,'T',1100,'plot',1) 
% 
% OUTPUTS: 
% vector of extent of conversion 
% vector of 1/m dm/dt 
% OPTIONAL: Save file in excel and/or plain text format giving a large 
% range of parameters.  Headings are included in the file.  Use the 
% 'save_excel' and/or 'save_plain' input options to enable this output 
% (input parameter is the filename, without extension) 
% 
%Rxn mechanism for gasification of carbon in CO2, taken from Liquang 

Ma's 
%thesis. 
% 
% R1f:  Cf + CO2 => CO + C(O) 
% R1r:  C(O) + CO => CO2 + Cf 
% R2:   Cb + C(O) => CO + Cf 
% R3:   Cb + CO2 + C(O) => 2CO + C(O) 
% R4f:  Cf + CO => C(CO) 
% R4r:  C(CO) => CO + Cf 
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% R5:   CO + C(CO) => CO2 + 2Cf 
global PERSISTENT_TIME PERSISTENT_K2 PERSISTENT_K4; 

  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 
%     INPUTS                                                               
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% DESCRIBE ELEMENTAL MAKEUP 

  
% percent C 
pC = 100; 

  
% remaining elemnts 
pR = 100-pC; 

  
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% DESCRIBE MATERIAL PARAMETERS 

  
% site density S (sites/m2) 
S = 3.8e19; %andrews 
%S = 6.50e19; 

  
% initial mass: (only needed for total mass plots) 
M0 = 17.73; %grams 

  
% initial char surface area: 
Sg0 = 750; %andrews 
%Sg0 = 247; %m^2/g 
%Sg0 = 500; 

  
% Surface area structural parameter: 
%psi = 3; %andrews 
% psi = 2.6; %liqiangs 
psi = 3; 

  
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% INPUT ARRHENIUS PARAMETERS 

  
%%% R1f %%% 
A1f = 5e3; 
E1f = 184.6e3; %J/mol 

  
%%% R1r %%% 
A1r = 1.08e2; 
E1r = 89.7e3; %J/mol 



 

  

Appendix C – page 350 

  
%%% R2 %%% 
A2 = 1e13; 
E2 = 375e3; %J/mol 
Sig2 = 28e3; %J/mol 

          
%%% R3 %%% 
A3 = 1e-4; 
E3 = 58e3; %J/mol 

  
%%% R4f %%% 
A4f = 8.77e-1; 
E4f = 148.2e3; %J/mol 

  
%%% R4r %%% 
A4r = 1e13; 
E4r = 455e3; %J/mol 
Sig4r = 53e3; %J/mol 

  
%%% R5 %%% 
A5 = 1.0e7; 
E5 = 262e3; %J/mol 

  
% if it is desired to input any k instead of the A & E, set A to k and 

E to 0 

  
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% INPUT EXPERIMENTAL SETUP 
%  
%% 
% Volume element 
radius = 1.4/2/100; %m, radius of reactor 
height = 0.762/100*2; %m, height of reactor 

  
%% 
% Pressure (atm) 
P = 1; %Experiment pressure. Initial pressure if CV=1, constant 

pressure if CV=0; 
Pstd = 1; %"Standard pressure" at which input flow rates are measured.  

Usually 1 

  
%% 
% Input volumetric flow rates (ml/min as read from TGA); 
Q_CO2 = 250; 
Q_CO = 0; 
Q_N2 = 0; 

  
%% 
% starting particle temperature (K) (if T is ramped, this is base) 
T0 = 1273; 
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% want a T profile? enter it here 
dTdt = [0 0]; %K/min, however many different slopes your profile has 
Tt   = [10000]; %minutes at which the respective T slope is employed 

  
Tstd = 298; %"Standard temp" at which input flow rates are measured.  

Usually 298 

  
%% 
% desired time step (sec) 
dt = 0.1; 

  
% NO PLOT, dont save:  
plotit=0; 
saveexcel=0; 
saveplain=0; 
AllArrhenius=0; 
PERSISTENT_TIME=[]; PERSISTENT_K2=[]; PERSISTENT_K4=[]; 
dobar=1; 

  
%% Handle all inputs: 
for i=1:2:(nargin-1) 
    IN=varargin{i+1}; 
    switch varargin{i} 
        case 'A1f' 
            A1f=IN; 
        case 'E1f' 
            E1f=IN; 
        case 'A1r' 
            A1r=IN; 
        case 'E1r' 
            E1r=IN; 
        case 'A2' 
            A2=IN; 
        case 'E2' 
            E2=IN; 
        case 'A3' 
            A3=IN; 
        case 'E3' 
            E3=IN; 
        case 'A4f' 
            A4f=IN; 
        case 'E4f' 
            E4f=IN; 
        case 'A4r' 
            A4r=IN; 
        case 'E4r' 
            E4r=IN; 
        case 'A5' 
            A5=IN; 
        case 'E5' 
            E5=IN; 
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        case 'T' 
            T0=IN; 
        case 'P' 
            P=IN; 
        case 'Sg' 
            Sg0=IN; 
        case 'psi' 
            psi=IN; 
        case 'Q_CO2' 
            Q_CO2=IN; 
        case 'Q_CO' 
            Q_CO=IN; 
        case 'Q_N2' 
            Q_N2=IN; 
        case 'r' 
            radius=IN; 
        case 'h' 
            height=IN; 
        case 'Sites' 
            S=IN; 
        case 'dt' 
            dt=IN; 
        case 'plot' 
            plotit=IN; 
        case 'save_excel' 
            saveexcel=1; 
            filename_excel=IN; 
        case 'save_plain' 
            saveplain=1; 
            filename_plain=IN; 
        case 'AllArrhenius' 
            AllArrhenius=IN; 
        case 'Sig2' 
            Sig2=IN; 
        case 'Sig4r' 
            Sig4r=IN; 
        case 'waitbar' 
            dobar=IN; 
    end 
end 

  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 
% END INPUTS 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 

  
vol = pi*radius^2*height; %m3 

  
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 
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% SOLVE VECTOR 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 

  
%now a few things are calculated and reformatted: 

  
% make As and Es into vectors  
A = [A1f A1r A2 A3 A4f A4r A5]; 
E = [E1f E1r E2 E3 E4f E4r E5]; 
Sig = [0 0 Sig2 0 0 Sig4r 0 ]; 

  
if AllArrhenius == 0 
    % if T is constant, k is constant throughout the run, so calculate 
    % k_eff for R2 and R4r here instead of continually in CCO2mech to 
    % improve calculation time 
    if (max(dTdt) == min(dTdt)) && (max(dTdt) == 0)     
        A(3)=quad(@(x)gaussian_k(x,T0,A(3),E(3),Sig(3)),0,1e6); 
        A(6)=quad(@(x)gaussian_k(x,T0,A(6),E(6),Sig(6)),0,1e6); 
        E(3)=0; 
        E(6)=0; 
        AllArrhenius=1; 
    end 
end 

  
% determine final time in seconds 
%tf = 60*sum(Tt); 
tf = 200000; 

  
% calculate and vectorize time span 
tspan = 0:dt:tf; 

  
% convert dTdt and Tt from minutes to seconds 
dTdt = dTdt/60; 
Tt = Tt*60; 

  
SN = S/(6.022e23);  %SN = S/Nav 

  
MC0 = M0*pC/100/1000;  %get amount of initial mass that was carbon (g) 
M0 = M0/1000; %convert to g 

  
Ntot0 = P*vol/(82.06/1e6)/T0; 

  
% change volume flow units to m3/s 
Q = (Q_CO+Q_CO2+Q_N2)*1.6667e-8; 
Y_in = [Q_CO/(Q_CO+Q_CO2+Q_N2) Q_CO2/(Q_CO+Q_CO2+Q_N2)]; 
N_in = Pstd*Q/(82.06/1e6)/Tstd; 

  
% these are also our initial mole fractions 
Y_CO0 = Y_in(1); 
Y_CO20 = Y_in(2); 
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% other initial conditions? 
th_O_0 = 0;  %initial occupied site fraction by O molecules 
th_CO_0 = 0; %initial occupied site fraction by CO molecules 

  
% The vector we will solve for is V = [th_O th_CO C_CO C_CO2 M Mc NCO 

Ntot NCO2] 
V0 = [th_O_0 th_CO_0 Y_CO0 Y_CO20 M0 MC0 Ntot0 T0]; 

  
% now we set the options: break when conversion = 0.99 
options = odeset('Events',@conversion_v4,'NonNegative',2); 

  
if dobar == 1 
    waiter=waitbar(0,'SOLVING ODE'); 
else 
    waiter=0; 
end 
% solve the vector with ode45 or ode15s if stiffness is desired 
[t,V,tE,VE,iE] = 

ode15s(@CCO2mech_v4,tspan,V0,options,T0,dTdt,Tt,A,E,SN,M0,Sg0,psi,MC0,Y

_in,N_in,P,tf,Sig,AllArrhenius,waiter); 

  
if dobar == 1 
    close(waiter); 
end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 
% RECALCULATE VALUES 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 

  

  
%here we recalculate many values of interest that were already 

calculated 
%within the ode function, but which cannot be easily parsed out 
T=V(:,8); 

  
for j=1:7 
    k(:,j) = A(j).*exp(-E(j)./8.314472./T); 
end 
if AllArrhenius == 0 
    if dobar == 1 
        h=waitbar(0,'Creating K matrix'); 
    end 
    last=1; 
    for i=1:length(PERSISTENT_TIME) 
        if dobar == 1 
            if(round(i/50)*50) == i 
                waitbar(i/length(PERSISTENT_TIME),h); 
            end 
        end 
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        current=find(t >= PERSISTENT_TIME(i)); 
        k(last:current,3)=PERSISTENT_K2(i); 
        k(last:current,6)=PERSISTENT_K4(i); 
        last=current+1; 
    end 
    if dobar == 1 
        close(h); 
    end 
%   k(:,3)=quad(@(x)gaussian_k(x,T(1),A(3),E(3),Sig(3)),0,1e6); 
%   k(:,6)=quad(@(x)gaussian_k(x,T(1),A(6),E(6),Sig(6)),0,1e6); 
end 

  
C_CO  = V(:,3).*P./(82.06/1e6)./T; 
C_CO2 = V(:,4).*P./(82.06/1e6)./T; 

  
RR(:,1) = k(:,1)*SN.*C_CO2.*(1-V(:,1)-V(:,2)); % this is RR1f 
RR(:,2) = k(:,2)*SN.*V(:,1).*C_CO; % this is RR1r 
RR(:,3) = k(:,3)*SN.*V(:,1); % this is RR2 
RR(:,4) = k(:,4).*C_CO2.*V(:,1)*SN; %this is RR3 
RR(:,5) = k(:,5).*C_CO*SN.*(1-V(:,1)-V(:,2)); %this is RR4f 
RR(:,6) = k(:,6)*SN.*V(:,2); %this is RR4r 
RR(:,7) = k(:,7)*SN.*C_CO.*V(:,2); %this is RR5 

  
% reactivity: mass of carbon atoms leaving surface 
R = 12.0*(RR(:,3)+RR(:,4)-RR(:,5)+RR(:,6)); 

  
% total changing mass of particle (mass leaving surace) 
dWdt = -(16*(RR(:,1)-RR(:,2))-28*RR(:,3)-12*RR(:,4)+28*(RR(:,5)-

RR(:,6))-16*RR(:,7)); 

  
% percent total conversion 
P_conv(:,1) = 1-V(:,5)/M0; 

  
% percent char conversion 
P_conv(:,2) = 1-V(:,6)/MC0; 

  
% Sg 
Sg = Sg0*sqrt(1-psi*log(1-P_conv(:,2))); 

  
% A factor 
Afactor = Sg0^2./Sg.*(psi/2 - Sg.^2/Sg0^2); 
Mc_W = V(:,6)./V(:,5); 
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 
% SAVE YOUR DATA 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 

  
% now this data is saved 
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% here is the matrix that saves all the data you want (feel free to 
% change) 
savedata = [t V(:,8) C_CO2 C_CO V(:,1) V(:,2) V(:,5) V(:,6) RR(:,1) 

RR(:,2) RR(:,3) RR(:,4) RR(:,5) RR(:,6) RR(:,7) R dWdt Sg P_conv(:,1) 

P_conv(:,2) (Sg.*dWdt)]; 
colnames = {'time (s)','Temp (K)','[CO2] 

mol/m3','[CO]','theta_O','theta_CO','Mass of particle','Mass of 

carbon','RR1f','RR1r','RR2','RR3','RR4f','RR4r','RR5','Reactivity','dWd

t','Sg','Particle Converson','Carbon conversion','-1/m*dm/dt'}; 

  
% if you are using xlsread, uncomment the EXCEL portion.  if you want 

plain 
% text, uncomment that portion 

  
%%% EXCEL %%% 
if saveexcel 
    filename = [filename_excel '.xls']; 
    xlswrite(filename,savedata,1,'A2'); 
    xlswrite(filename,colnames,1,'A1'); 
end 

  
%%% PLAIN TEXT %%% 
if saveplain 
    filename = [filename_plain '.txt']; 
    fout = fopen(filename,'wt'); 
    fprintf(fout,'%20s\t %20s\t %20s\t %20s\t %20s\t %20s\t %20s\t 

%20s\t %20s\t %20s\t %20s\t %20s\t %20s\t %20s\t %20s\t %20s\t %20s\t 

%20s\t %20s\t %20s\t %20s\t\n',... 
        'time (s)','Temp (K)','[CO2] 

mol/m3','[CO]','theta_O','theta_CO','Total Mass','Carbon 

Mass','RR1f','RR1r','RR2','RR3','RR4f','RR4r','RR5','Reactivity','dWdt'

,'Sg','% total conversion','% carbon conversion','-1/m*dm/dt'); 
    for i=1:length(t) 
        fprintf(fout,'%20.4g\t %20.4g\t %20.4g\t %20.4g\t %20.4g\t 

%20.4g\t %20.4g\t %20.4g\t %20.4g\t %20.4g\t %20.4g\t %20.4g\t %20.4g\t 

%20.4g\t %20.4g\t %20.4g\t %20.4g\t %20.4g\t %20.4g\t %20.4g\t 

%20.4g\t\n',... 
            t(i), T(i), C_CO2(i), C_CO(i), V(i,1), V(i,2), V(i,5), 

V(i,6), RR(i,1), RR(i,2), RR(i,3), RR(i,4), RR(i,5), RR(i,6), RR(i,7), 

R(i), dWdt(i), Sg(i), P_conv(i,1), P_conv(i,2), Sg(i)*dWdt(i)); 
    end 

  
    fclose(fout); 
end 

  
%% Outputs for function 
Conversion=P_conv(:,2); 
dmdtoverm=Sg.*dWdt.*Mc_W; 
if(plotit == 0) 
    return; 
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end 
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 
% PLOTTING 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%% 

  
% % NO PLOTS are created by default. To create a plot, move the cursor 
% % anywhere in the desired cell, and click CTRL+ENTER 

  

  
%% plot -1/m*(dm/dt) vs conversion 
 figure; 
 semilogy(Conversion,max(dmdtoverm,0)); 
 xlabel('Conversion'); 
 ylabel('-1/m_p(dm_p/dt) (s^{-1})'); 
 %xlim([0 1]); 
 plotfixer; 

  
 %% plot reactions rates vs time 
% which rates do you want? enter 0 for no, 1 for yes 
plotRR(1) = 1; %this is RR1f 
plotRR(2) = 1; %this is RR1r 
plotRR(3) = 1; %this is RR2 
plotRR(4) = 1; %this is RR3 
plotRR(5) = 1; %this is RR4f 
plotRR(6) = 1; %this is RR4r 
plotRR(7) = 1; %this is RR5 
%  
% %useful stuff for plots: 
 legendstring(1) = {'RR1f'}; 
 legendstring(2) = {'RR1r'}; 
 legendstring(3) = {'RR2'}; 
 legendstring(4) = {'RR3'}; 
 legendstring(5) = {'RR4f'}; 
 legendstring(6) = {'RR4r'}; 
 legendstring(7) = {'RR5'}; 
 COLOR = jet(sum(plotRR)); 
%  
 figure 
 hold on 
 k=0; 
 for i=1:length(plotRR) 
     if plotRR(i) == 1 
         k=k+1; 
         %plot(P_conv(:,2),RR(:,i),'Color',COLOR(k,:)) 
         plot(t,RR(:,i),'Color',COLOR(k,:)) 
         legend_string(k) = legendstring(i); 
     end 
 end 
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 legend(legend_string) 
 xlabel('Conversion') 
 ylabel('mol/m^2/s') 
 %xlim([0 1]); 
 plotfixer 
 clear legend_string 
 clear legendstring 

  
%% Plot M vs t 
 figure 
 plot(t,V(:,5)) 
 xlabel('Time (s)') 
 ylabel('Mass of particle (g)') 
 plotfixer 
return 

  
%% plot reactivity & dw/dt vs conversion 
figure 
% plot(P_conv(:,2),R) 
hold on 
% NOTE: only non-zero values of 1/W*dWdt are plotted! 
% plot(P_conv(:,2),max(dWdt,0),'r') 
plot(P_conv(:,2),max((dWdt.*Mc_W'),0),'r--')  %normalized version 
xlabel('Particle conversion') 
ylabel('Reactivity and dW/dt') 
xlim([0 0.99]) 
legend('dW/dt','Location','NorthEast') 
% legend('Reactivity','dW/dt','dW/dt 

renormalized','Location','NorthEast') 
%ylim([0 3e-7]) 
plotfixer 

  

  
%% Plot Mc vs t (Mass of carbon) 
 figure 
 plot(t,V(:,6)) 
 xlabel('Time (s)') 
 ylabel('Mass of carbon in particle (g)') 
 plotfixer 

  
%% plot T vs t 
 figure 
 plot(t,T) 
 xlabel('Time (s)') 
 ylabel('Temperature (K)') 
 plotfixer 

  
%% Plot [CO] vs conversion (concentration of CO) 
figure 
plot(P_conv(:,2),C_CO(:)) 
xlabel('Conversion') 
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ylabel('[CO] (mol/m^3)') 
plotfixer 

  
%% Plot [CO2] vs conversion (concentration of CO2) 
figure 
plot(P_conv(:,2),C_CO2(:)) 
xlabel('Conversion') 
ylabel('[CO2] (mol/m^3)') 
plotfixer 

  
%% plot theta_0 vs conversion (site fraction occupied by adsorbed O) 
 figure 
 plot(P_conv(:,2),V(:,1)) 
 xlabel('Conversion') 
 ylabel('\theta_0') 
 plotfixer 

  
%% plot theta_CO vs conversion (site fraction occupied by adsorbed CO) 
 figure 
 plot(P_conv(:,2),V(:,2)) 
 xlabel('Conversion') 
 ylabel('\theta_{CO}') 
 plotfixer 

  
%% plot reactivity vs time 
 figure 
 plot(t,R) 
 xlabel('Time (s)') 
 ylabel('Reactivity (g_c/m^2/s)') 
 plotfixer 

  

  
%% plot specific surface area vs time 
 figure 
 plot(t,Sg) 
 xlabel('Time (s)') 
 ylabel('Specific Surface Area S_g (m^2/g)') 
 plotfixer 

  
%% plot -1/m*(dm/dt) vs time 
 figure 
 plot(t,Sg.*dWdt) 
 xlabel('Time (s)') 
 ylabel('-1/m*(dm/dt) (s^{-1})') 
 plotfixer 

  
%% plot -1/m*(dm/dt) vs conversion 
 figure 
 semilogy(P_conv(:,2),Sg.*dWdt) 
 xlabel('Conversion') 
 ylabel('-1/m*(dm/dt) (s^{-1})') 
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 xlim([0 1]) 
 plotfixer 

  
%% plot percentage conversion vs time 
% do you want both char and total? enter 0 for no, 1 for yes 
 plot_conv(1) = 1;  %this is total conversion 
 plot_conv(2) = 1;  %this is char conversion 

  
%useful stuff for plots 
 legendstring(1) = {'Total mass'}; 
 legendstring(2) = {'Carbon mass'}; 
 COLOR = jet(sum(plot_conv)); 

  
 figure 
 hold on 
 k=0; 
 for i=1:length(plot_conv) 
     if plot_conv(i) == 1 
         k=k+1; 
         plot(t,P_conv(:,i),'Color',COLOR(k,:)) 
         legend_string(k) = legendstring(i); 
     end 
 end 
 legend(legend_string) 
 xlabel('Time (s)') 
 ylabel('Percent Conversion') 
 plotfixer 
 clear legend_string 
 clear legendstring 

  
end 
function y=gaussian_k(x,T,A,E,S) 
% Use within a quad (or numerical integration) routine to calculate k 

based 
% on gaussian distribution.  Inputs are: 
% x: energy level at current calculation [J/mol] 
% T: Temperature [K] 
% A: Pre-exponential 
% E: Average Activation Energy [J/mol] 
% S: standard deviation [J/mol] 
R=8.314; 
y=A*exp(-x/(R*T)).*(1/S).*((0.5/pi)^0.5).*exp(-0.5*((x-E).^2)/S^2); 
end 
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Appendix D. Model and Module Code 

All of the model and modules described in Chapters 3 through 7 were 

implemented in Matlab 2011b using the Matlab additions found in Comsol 3.5a.  This 

setup allows for Comsol solvers and toolboxes to be called directly from the maltab 

command prompt, or to be included in Matlab scipts and functions.  Included below are 

the set of functions that solve the various models described in Chapters 4 through 7.  The 

source code for the carbon bed reactivity model, the air-carbon planar cell model, and the 

steam-carbon cell model are included.  The air-carbon tubular cell model differs from the 

planar model only in geometry and the addition of an extra fuel freeboard domain, while 

the steam-carbon-air fuel cell model is a combination of the ACFC and SCFC codes.  For 

brevity, they are not included here, but can be readily replicated from the code provided. 

These functions allow for variable inputs to override default values, and the 

model results are returned as a Matlab cell array.  Various support functions used by all 

the models are also included in Appendix D.4.  Help can be found for any function by 

typing ‘help’ followed by the function name at the Matlab command prompt.  Where 

relevant, models presented below include the heat transfer modules.  When these modules 

are disabled, as in some sections of the text, the same functions are utilized, but with a 

solver set to only solve for the remaining dependent parameters.   

D.1. Carbon Bed Reactivity Model Source Code  

function Results=ReactivityModel(varargin) 
% Function will run the Comsol model of a steam-carbon cell.  Inputs 

should 
% be entered using the symbol for the input followed by the value.  

Available inputs 
% and their defaults (if not specified) are shown in the table below: 
% INPUT NAME                    SYMBOL          UNITS           DEFAULT 
% External radius               ro              [m]             0.005 
% Reactor height                h               [m]             0.01 
% Electrolyzer radius           r_E             [m]             0.00375 
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% Current Density               I               [A/m^2]         5000 
% Temperature                   T               [K]             1173 
% Outlet Pressure               P               [Pa]            101325 
% Extent of Conversion          X               [%]             0 
% Draw Comsol Plots             plot            [0,1]           No 

Plots (0) 
% Fuel Arrhenius pre-exp        A               [various]       see 

file 
% Fuel Arrhenius act energy     E               [J/mol]         see 

file 
% sigma                         s               [J/mol]         see 

file 
% Sgo                           Sg              [m^2/kg]        750 
% psi                           psi             []              3 

  
%% User available inputs: 

  
% Geometry 
%   Model is axisymmetric with active electrode radius, then inactive 
%   length until outer radius. 

  
ro              = .005;             % External radius of reaction 

chamber [m] 
h_total         = .01;              % Total height of reaction chamber 

[m] 
r_electrolyzer  = .00375;           % Total radius of electrolyzer 

reactive anode surface [m] 

  
% System conditions 
I               = 5000;             % Current Density [A/m^2] 
T               = 1173;             % Temperature of the reaction 

chamber [K] 
P_out           = 101325;           % Reactor Exit Pressure [Pa] 
X               = 0;                % Extent of char conversion [%] 

  
A     = [5e3 1.08e2 1e13 1e-4 8.9e-1 1e13 1.01e7]; 
E     = [185 89.7 375 58 148 455 262]*1e3; 
sigma = [0 0 28 0 0 53 0]*1e3; 
Sgo   = 750; 
psi   = 3; 

  
% Plot the output using Comsol plotting? 
plotit          = 0; 

  
% Scan through the inputs and find any user inputs that have been 

entered, 
% then store them 
for i=1:2:nargin-1 
    switch varargin{i} 
        case 'ro' 
            ro=varargin{i+1}; 
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        case 'h' 
            h_total=varargin{i+1}; 
        case 'r_E' 
            r_electrolyzer=varargin{i+1}; 
        case 'I' 
            I=varargin{i+1}; 
        case 'T' 
            T=varargin{i+1}; 
        case 'P' 
            P_out=varargin{i+1}; 
        case 'plot' 
            plotit=varargin{i+1}; 
        case 'X' 
            X=varargin{i+1}/100; 
        case 'A' 
            A=varargin{i+1}; 
        case 'E' 
            E=varargin{i+1}; 
        case 's' 
            sigma=varargin{i+1}; 
        case 'Sg' 
            Sgo=varargin{i+1}; 
        case 'psi' 
            psi=varargin{i+1}; 
    end 
end 

  
if r_electrolyzer > ro 
    warning('Electrolyzer Radius must be less than or equal to bed 

radius, using bed radius for the electrolyzer radius...'); 
    r_electrolyzer=ro; 
end 
if r_electrolyzer == ro 
    opt=1; 
else 
    opt=2; 
end 

  
%% Code to run Comsol model.  No more inputs to change below this point 

  
% COMSOL Multiphysics Model M-file 
% Generated by COMSOL 3.5a (COMSOL 3.5.0.608, $Date: 2009/05/11 

07:38:49 $) 
% Edits by Brentan Alexander, May 2010 

  

  
flclear fem 

  
% COMSOL version 
clear vrsn 
vrsn.name = 'COMSOL 3.5'; 
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vrsn.ext = 'a'; 
vrsn.major = 0; 
vrsn.build = 608; 
vrsn.rcs = '$Name: v35ap $'; 
vrsn.date = '$Date: 2009/05/11 07:38:49 $'; 
fem.version = vrsn; 

  
% Constants 
unu=0; 
ACs=pi*(ro^2); 
fem.const = {'R','8.314 [J/(mol )]', ... 
  'S','6.31e-5 [mol/m^2]', ... 
  'A1f',[num2str(A(1)) ' [m^3/(mol*s)]'], ... 
  'E1f',[num2str(E(1)) ' [J/mol]'], ... 
  'A1r',[num2str(A(2)) ' [m^3/(mol*s)]'], ... 
  'E1r',[num2str(E(2)) ' [J/mol]'], ... 
  'A3',[num2str(A(4)) ' [m^3/(mol*s)]'], ... 
  'E3',[num2str(E(4)) ' [J/mol]'], ... 
  'A4f',[num2str(A(5)) ' [m^3/(mol*s)]'], ... 
  'E4f',[num2str(E(5)) ' [J/mol]'], ... 
  'A5',[num2str(A(7)) ' [m^3/(mol*s)]'], ... 
  'E5',[num2str(E(7)) ' [J/mol]'], ... 
  'emissivity','0.85',... 
  'MWCO','28.010', ... 
  'MWCO2','44.010', ... 
  'emf','0.48', ... 
  'efix','0.4', ... 
  'inletflow','15/60000000', ... 
  'XCO2in','1', ... 
  'n','2 [A/mol]', ... 
  'F','96485', ... 
  'dP','155e-6 [m]', ... 
  'Kemulsion','(dP^2)*(efix^3)/(150*(1-efix)^2) [m^2]', ... 
  'I',[num2str(I) ' [A/m^2]'], ... 
  'AD','1.06036', ... 
  'BD','0.1561', ... 
  'CD','0.193', ... 
  'DD','0.47635', ... 
  'ED','1.03587', ... 
  'FD','1.52996', ... 
  'GD','1.76474', ... 
  'HD','3.89411', ... 
  'Amu','1.16145', ... 
  'Bmu','0.14874', ... 
  'Cmu','0.52487', ... 
  'Dmu','0.7732', ... 
  'Emu','2.16178', ... 
  'Fmu','2.43787', ... 
  'eCO','110', ... 
  'eCO2','190', ... 
  'sigCO','3.59e-10 [m]', ... 
  'sigCO2','3.996e-10 [m]', ... 
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  'MWCOCO2','2*((1/MWCO+1/MWCO2)^-1)/Na', ... 
  'sigCOCO2','0.5*(sigCO+sigCO2)', ... 
  'X',num2str(X),... 
  'Sg','SgO*(1-psi*log(1-X))^(1/2)', ... 
  'SgO',[num2str(Sgo) '*1000 [m^2/kg]'],... 
  'psi',num2str(psi),... 
  'MC','0.85*20*(1e-3)*(2.956988/4.144583)/(0.1016*pi*(0.0115951^2 - 

0.00635^2)) [kg/m^3]', ... 
  'AV','1.3*Sg*MC', ... 
  'Na','6.02e26', ... 
  'kB','1.380658e-23 [J/K]', ... 
  'tortuosity','(2^0.5)', ... 
  'unu',num2str(unu), ... 
  'rt',num2str(ro-.0001)}; 

  
if r_electrolyzer == ro 
    opt=1; 
else 
    opt=2; 
end 
% Geometry 
switch opt 
    case 1 % If ro is the same as r_electrolyzer, do some tricks so we 

dont define a square with 0 thickness 
        g1=rect2(r_electrolyzer/2,h_total,'base','corner','pos',[0,0]); 
        

g2=rect2(r_electrolyzer/2,h_total,'base','corner','pos',[r_electrolyzer

/2,0]); 
    case 2 
        g1=rect2(r_electrolyzer,h_total,'base','corner','pos',[0,0]); 
        g2=rect2(ro-

r_electrolyzer,h_total,'base','corner','pos',[r_electrolyzer,0]); 
end 

  
% Analyzed geometry 
clear s 
s.objs={g1,g2}; 
s.name={'R1','R2'}; 
s.tags={'g1','g2'}; 

  
fem.draw=struct('s',s); 
fem.geom=geomcsg(fem); 

  
% Initialize mesh 
fem.mesh=meshinit(fem, ... 
                  'hauto',5); 

               

            
% Refine mesh 
fem.mesh=meshrefine(fem, ... 
                    'mcase',0, ... 
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                    'rmethod','regular'); 

  
% (Default values are not included) 

  
% Application mode 1: Darcy's Law 
clear appl 
appl.mode.class = 'DarcysLaw'; 
appl.mode.type = 'axi'; 
appl.module = 'CHEM'; 
appl.assignsuffix = '_chdl'; 
clear prop 
prop.analysis='static'; 
appl.prop = prop; 
clear bnd 
bnd.p0 = {0,0,0,P_out,0}; 
bnd.N = {0,0,'(I/(n*F))*(MWCO2-MWCO)*0.001/(p*MWmix/(R*T))',0,0}; 
bnd.type = {'N0','cont','N','P','ax'}; 
switch opt 
    case 1 
        BoundIndex = [5,3,4,2,3,4,1]; 
    case 2 
        BoundIndex = [5,3,4,2,1,4,1]; 
end 
bnd.ind=BoundIndex; 

  
appl.bnd = bnd; 
clear equ 
equ.eta = 'mumix'; 
equ.F = 'darsource'; 
equ.init = 101325; 
equ.k = 'Kemulsion'; 
equ.rho = '(p*MWmix/(R*T))'; 
equ.ind = [1,1]; 
appl.equ = equ; 
fem.appl{1} = appl; 

  
% Application mode 2: Bed Convection/Diffusion 
clear appl 
appl.mode.class = 'ConvDiff'; 
appl.mode.type = 'axi'; 
appl.dim = {'cCO2e'}; 
appl.module = 'CHEM'; 
appl.assignsuffix = '_chcd'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm2'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 
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bnd.N = {0,0,'I/(n*F)',0,0}; 
bnd.type = {'N0','cont','N','Nc','ax'}; 
bnd.ind=BoundIndex; 

  
appl.bnd = bnd; 
clear equ 
equ.D = 'efix*DCOCO2/tortuosity'; 
equ.init = '1*101325/(R*T)'; 
equ.v = 'v_chdl'; 
equ.u = 'u_chdl'; 
equ.R = 'CO2source'; 
equ.ind = [1,1]; 
appl.equ = equ; 
fem.appl{2} = appl; 
fem.sdim = {'r','z'}; 
fem.frame = {'ref'}; 
fem.border = 1; 
fem.outform = 'general'; 
clear units; 
units.basesystem = 'SI'; 
fem.units = units; 

  

  
% Application mode 3: Bed Heat Transfer 
clear appl 
appl.mode.class = 'FlConvCond'; 
appl.mode.type = 'axi'; 
appl.dim = {'T'}; 
appl.sshape = 2; 
appl.assignsuffix = '_cc'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm4'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 

  
bnd.q0 = {0,0,'Air_Anode(I,T)',0,0}; 
bnd.T = {0,0,num2str(T),0,0}; 
bnd.type = {'q0','cont','T','qc','ax'}; 
bnd.ind = BoundIndex; 

  
appl.bnd = bnd; 
clear equ 
equ.C = 'cpmix';            % J/kg K 
equ.gamma = '1.195*XCO2e+1.4*XCOe';  % based on measured values of CO2 

(more degrees of freedom) and ideal CO 
equ.Q = 'Anode(CO2source,T)';  % W/m^3 
equ.rho = '(p*MWmix/(R*T))';         % kg/m^3 
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equ.init = num2str(T); 
equ.k = 'keff(T,efix,MC/(1-efix),kmix,dP,emissivity)';          % W/mK  
equ.v = 'v_chdl';        % m/s 
equ.u = 'u_chdl';        % m/s 
equ.ind = [1,1]; 
appl.equ = equ; 
fem.appl{3} = appl; 

  

  

  

  
% Boundary settings 
clear bnd 
bnd.ind =  (BoundIndex == 3) + 1; 
bnd.dim = {'p','cCO2e','T'}; 

  
% Boundary expressions 
bnd.expr = {'uau',{'','0.5*inletflow/(pi*quad(x*(-

0.0015875+x)^unu,x,0.0015875,0.0115951,1e-06))'}}; 
fem.bnd = bnd; 

  
% Scalar expressions 
quadcalck2=quad(@(x)k2quad(x,T,sigma(3),E(3)),0,1e6); 
quadcalck4r=quad(@(x)k4rquad(x,T,sigma(6),E(6)),0,1e6); 
fem.expr = {'XCO2e','cCO2e/(p/(R*T))', ... 
  'Tstar','T/((eCO*eCO2)^0.5)', ... 
  

'Od','AD/(Tstar^BD)+CD/(exp(Tstar*DD))+ED/(exp(Tstar*FD))+GD/(exp(Tstar

*HD))', ... 
  'Omu','Amu/(Tstar^Bmu)+Cmu/(exp(Tstar*Dmu))+Emu/(exp(Tstar*Fmu))', 

... 
  'DCOCO2',['(3/16)*((4*pi*kB*T/MWCOCO2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigCOCO2^2*Od)'], ... 
  'muCO',['(5/16)*(' num2str(P_out) 

'*MWCO/(1000*R*T))*((pi*kB*T*Na/MWCO)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigCO^2*Omu)'], ... 
  'muCO2',['(5/16)*(' num2str(P_out) 

'*MWCO2/(1000*R*T))*((pi*kB*T*Na/MWCO2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigCO2^2*Omu)'], ... 
  'PHICOCO2',['((1/8)^0.5)*((1+MWCO/MWCO2)^-

0.5)*(1+((muCO/muCO2)^0.5)*((MWCO2/MWCO)^0.25))^2'], ... 
  'PHICO2CO',['((1/8)^0.5)*((1+MWCO2/MWCO)^-

0.5)*(1+((muCO2/muCO)^0.5)*((MWCO/MWCO2)^0.25))^2'], ... 
  'CpCO','25.56759+6.096130*(T/1000)+4.054656*(T/1000)^2-

2.671301*(T/1000)^3+0.131021*(T/1000)^(-2)',... ALL heat capacity in 

J/(mol*K): Data from NIST online chemistry webbook 
  'CpCO2','24.99735+55.18696*(T/1000)-

33.69137*(T/1000)^2+7.948387*(T/1000)^3-0.136638*(T/1000)^(-2)',... 
  'kCO','(CpCO+5/4*R)*(1000/MWCO)*muCO',... 
  'kCO2','(CpCO2+5/4*R)*(1000/MWCO2)*muCO2',... 
  'kmix','XCOe*kCO/(XCOe*1+XCO2e*PHICOCO2) + 
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XCO2e*kCO2/(XCO2e*1+XCOe*PHICO2CO)',... Lightfoot 9.3-17 
  'cpmix','XCOe*CpCO/MWCO*1000+XCO2e*CpCO2/MWCO2*1000',... 
      'k1f','A1f*exp(-E1f/(R*T))', ... 
      'k1r','A1r*exp(-E1r/(R*T))', ... 
      'k3','A3*exp(-E3/(R*T))', ... 
      'k4f','A4f*exp(-E4f/(R*T))', ... 
      'k5','A5*exp(-E5/(R*T))', ... 
  'XCOe','1-XCO2e', ... 
  'mumix','XCOe*muCO/(XCOe*1+XCO2e*PHICOCO2) + 

XCO2e*muCO2/(XCO2e*1+XCOe*PHICO2CO)', ... 
  'Ak','k1f*cCO2e', ... 
  'Bk','Ak+k1r*cCOe+k2', ... 
  'Ck','k4f*cCOe', ... 
  'Dk','Ck+k4r+k5*cCO2e', ... 
  'Oo','(Ak/Bk - Ak*Ck/(Bk*Dk))/(1 - Ak*Ck/(Bk*Dk))', ... 
  'Oco','(Ck/Dk - Ak*Ck/(Bk*Dk))/(1 - Ak*Ck/(Bk*Dk))', ... 
  'Of','1-Oo-Oco', ... 
  'darsource','(k1f*cCO2e*Of*S-k1r*cCOe*Oo*S-

k5*cCOe*Oco*S)*AV*0.001*(MWCO-MWCO2) + k2*Oo*S*AV*0.001*MWCO + 

(k4r*Oco*S - k4f*cCOe*Of*S)*AV*0.001*MWCO + 

k3*cCO2e*Oo*S*AV*0.001*(2*MWCO-MWCO2)', ... 
  'COsource','(k1f*cCO2e*S*Of-k1r*cCOe*S*Oo)*AV + k2*S*Oo*AV + 

2*k3*cCO2e*S*Oo*AV +k4r*S*Oco*AV - k4f*cCOe*S*Of*AV - 

k5*cCOe*S*Oco*AV', ... 
  'CO2source','k5*cCOe*S*Oco*AV + k1r*cCOe*S*Oo*AV - k3*cCO2e*S*Oo*AV - 

k1f*cCO2e*S*Of*AV', ... 
  'YCO2e','(XCO2e*MWCO2)/(XCO2e*MWCO2+XCOe*MWCO)', ... 
  'YCOe','1-YCO2e', ... 
  'MWmix','(XCO2e*MWCO2+XCOe*MWCO)/1000', ... 
  'cCOe','p/(R*T) - cCO2e', ... 
  'k2',num2str(quadcalck2), ... 
  'k4r',num2str(quadcalck4r)}; 

  
% Descriptions 
clear descr 
descr.expr= {'COsource','mol/m3s for species','MWmix','kg/mole 

mixture','XCOe','bubble mole fraction','darsource','kg/m3s source for 

Darcy EQ','Oo','adsorbed O fraction','mumix','bubble phase mix 

viscosity','CO2source','mol/m3s for specie','Of','free site 

fraction','XCO2e','bubble mole fraction','Oco','adsorbed CO fraction'}; 
fem.descr = descr; 

  
% Descriptions 
descr = fem.descr; 
descr.const= {'F','Faradays 

constant','A3','********','A5','********','Sg','m2/g','E5','********','

E1f','J/mol','I','A/m2 current density at anode-bed 

interface','PHICOCO2','viscosity coefficient','muCO','kg/ms','T','K, 

Temperature','Kemulsion','Emulsion phase 

permeability','XCO2in','fraction CO2 in inlet stream','MWCO','g/mol, 

molecular mass CO','S','molesites/m2','E3','********','R','J/molK, 

universal gas constant','DCOCO2','m2/s,binary 
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diffusivity','MC','gramskg','Na','molecules/kmol','PHICO2CO','viscosity 

coefficient','sigCOCO2','angstroms','MWCO2','g/mol, molecular mass 

CO2','inletflow','m^3/s STP of 

inflow','A4f','********','sigCO2','angstroms','AV','m2/m3 area to 

volume ratio','Volume','m3 bed rest volume','unu','velocity 

order','Acs','m2, cross section area','n','electrons per CO 

oxidation','tortuosity','random path','Omu','vicosity collision 

integral O(1)','muCO2','kg/ms','E4f','********','AD','collision 

integral constant','dP','particle size','E1r','J/mol','eCO','molec 

theory hirschfelder','Od','diffusion collision integral 

O(1)','rt','tophat cutoff','emf','porosity at min 

fluidization','efix','porosity of packed  

bed','sigCO','angstroms','kB','J/moleculeK,boltzmann','MWCOCO2','g/mole

'}; 
fem.descr = descr; 

  
% ODE Settings 
clear ode 
clear units; 
units.basesystem = 'SI'; 
ode.units = units; 
fem.ode=ode; 

  
% Multiphysics 
fem=multiphysics(fem); 

  
% Extend mesh 
fem.xmesh=meshextend(fem); 

  
init = asseminit(fem,'blocksize','auto'); 
init = asseminit(fem,'u',init,'blocksize','auto'); 

  
% Solve problem 
fem.sol=femstatic(fem, ... 
                  'init',init, ... 
                  'solcomp',{'p','cCO2e','T'}, ... 
                  'outcomp',{'p','cCO2e','T'}, ... 
                  'blocksize','auto', ... 
                  'seggrps',{{'segcomp',{'cCO2e','p'},'ntol',1e-

3},{'segcomp',{'T'},'ntol',1e-3}}, ... 
                  'llimitdof',{}, ... 
                  'llimitval',[], ... 
                  'segorder',[1 2], ... 
                  'subinitstep',[1.0 1.0], ... 
                  'subdtech',{'const','const'}, ... 
                  'subrstep',[10.0 10.0], ... 
                  'subiter',[1 1], ... 
                  'subdamp',[0.5 0.5], ... 
                  'subjtech',{'onevery','onevery'}, ... 
                  'subntol',[1.0E-2 1.0E-2], ... 
                  'subminstep',[1.0E-4 1.0E-4], ... 



 

  

Appendix D – page 371 

                  'maxsubiter',[20 20], ... 
                  'subterm',{'iter','iter'}); 
% Solve problem without heat:  Uncomment below, comment out above 
% fem.sol=femstatic(fem, ... 
%                   'init',init, ... 
%                   'solcomp',{'p','cCO2e'}, ... 
%                   'outcomp',{'p','cCO2e'}, ... 
%                   'blocksize','auto'); 

  
% Save current fem structure for restart purposes 
fem0=fem; 

  
% Produce a mesh within the domain of the bed 
[r,z] = meshgrid(0:ro/100:ro,0:h_total/100:h_total); 
p = [r(:)';z(:)']; 
cCOe = postinterp(fem,'cCOe',p); 
cCOe = reshape(cCOe,size(r)); 
cCO2e = postinterp(fem,'cCO2e',p); 
cCO2e = reshape(cCO2e,size(r)); 
XCOe = postinterp(fem,'XCOe',p); 
XCOe = reshape(XCOe,size(r)); 
YCOe = postinterp(fem,'YCOe',p); 
YCOe = reshape(YCOe,size(r)); 
Tfield = postinterp(fem,'T',p); 
Tfield = reshape(Tfield,size(r)); 
Results.CO=cCOe; 
Results.CO2=cCO2e; 
Results.xCO=XCOe; 
Results.yCO=YCOe; 
Results.T=Tfield; 
Results.r=r; 
Results.z=z; 
u = postinterp(fem,'u_chdl',p); 
u = reshape(u,size(r)); 
Results.u=u; 
v = postinterp(fem,'v_chdl',p); 
v = reshape(v,size(r)); 
Results.v=v; 
[r,z] = meshgrid(0:ro/5:ro,0:h_total/10:h_total); 
p = [r(:)';z(:)']; 
u = postinterp(fem,'u_chdl',p); 
u = reshape(u,size(r)); 
Results.u2=u; 
v = postinterp(fem,'v_chdl',p); 
v = reshape(v,size(r)); 
Results.v2=v; 
Results.r2=r; 
Results.z2=z; 

  
% Find X_CO at exit 
Results.xCO_out=postint(fem,['2*pi*r*(XCOe/(' num2str(ro) '^2*pi))'], 

... 
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           'unit','m^2', ... 
           'recover','off', ... 
           'dl',[3,6], ... 
           'edim',1); 

  
if ~plotit 
    return; 
end 

  
%% Produce Comsol Plots....only does this if 'plot' input is set 
% Plot solution 
 % 2D CO concentration plot of the bed 
figure 
 postplot(fem, ... 
         'tridata',{'cCOe','cont','internal','unit','mol/m^3'}, ... 
         'trimap','Rainbow', ... 
         'title','Surface: cCOe [mol/m^3]', ... 
         'axis',[-0.09452299461110725,0.1061180947755207,-

0.008405567973916414,0.11000556674606073]); 
figure 
% Plot in cross-section or along domain 
 % This plot is CO concentration along centerline of the bed 
postcrossplot(fem,1,[1], ... 
              'lindata','cCOe', ... 
              'cont','internal', ... 
              'title','cCOe [mol/m^3]', ... 
              'axislabel',{'Arc-length','cCOe [mol/m^3]'}, ... 
              'refine','auto'); 
figure           
% Plot in cross-section or along domain 
 % This plot is CO concentration along outer edge of the bed 
postcrossplot(fem,1,[7], ... 
              'lindata','cCOe', ... 
              'cont','internal', ... 
              'linxdata','z', ... 
              'title','cCOe [mol/m^3]', ... 
              'axislabel',{'z','cCOe [mol/m^3]'}, ... 
              'refine','auto'); 

D.2. Air-Carbon Fuel Cell Model Source Code 

function Results=ACFCmodel(varargin) 
% Function will run the Comsol model of a air-carbon cell.  Inputs 

should 
% be entered using the symbol for the input followed by the value.  

Available inputs 
% and their defaults (if not specified) are shown in the table below: 
% INPUT NAME                    SYMBOL          UNITS           DEFAULT 
% External radius               ro              [m]             0.005 
% Reactor height                h               [m]             0.01 
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% Electrolyzer radius           r_E             [m]             0.005 
% Cell Voltage                  V               [V]             0.75 
% Temperature                   T               [K]             1173 
% Outlet Pressure               P               [Pa]            101325 
% Extent of Conversion          X               [%]             0 
% Electrolyte Conductivity      S_e             [1/(ohm*m)]     10 
% Electrolyte Thickness         t_e             [m]             1e-4 
% Open Circuit Voltage          OCV             [V]             

calculated 
% Current Density Guess         I_guess         [mA/cm^2]       300 
% # of mesh refinements         Refine          [#]             1 
% Draw Comsol Plots             plot            [0,1]           No 

Plots (0) 
% As                            A               [various]       see 

file 
% Es                            E               [J/mol]         see 

file 
% sigma                         s               [J/mol]         see 

file 
% Sgo                           Sg              [m^2/kg]        750 
% psi                           psi             []              3 

  

  
%% User available inputs: 

  
% Geometry 
%   Model is axisymmetric with active electrode radius, then inactive 
%   length until outer radius. 

  
ro              = .005;             % External radius of reaction 

chamber [m] 
h_total         = .01;              % Total height of reaction chamber 

[m] 
r_electrolyzer  = .005;           % Total radius of electrolyzer 

reactive anode surface [m] 

  
% System conditions 
V               = 0.75;             % Cell Voltage [V] 
T               = 1173;             % Temperature of the reaction 

chamber [K] 
P_out           = 101325;           % Reactor Exit Pressure [Pa] 
X               = 0;                % Extent of char conversion [%] 
S_e             = 10;               % Electrolyte Conductivity 

[1/(ohm*m)] 
t_e             = 1e-4;             % Electrolyte thickness [m] 
OCV             = 1.1;              % Open circuit voltage to use [V] 
I_guess         = 3000;             % Guess for current density [A/m^2] 
refine          = 1; 
solver          = 'default';        % Options: 'gmres', 'fgmres', 

'spooles', 'pardiso', 'umfpack' 
XCOe_guess      = .1; 
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Tafel           = 0; 
ntol            = 1e-6; 

  
A     = [5e3 1.08e2 1e13 1e-4 8.9e-1 1e13 1.01e7]; 
E     = [185 89.7 375 58 148 455 262]*1e3; 
sigma = [0 0 28 0 0 53 0]*1e3; 
Sgo   = 750; 
psi   = 3; 

  
% Plot the output using Comsol plotting? 
plotit          = 0; 

  
% Scan through the inputs and find any user inputs that have been 

entered, 
% then store them 
for i=1:2:nargin-1 
    switch varargin{i} 
        case 'ro' 
            ro=varargin{i+1}; 
        case 'h' 
            h_total=varargin{i+1}; 
        case 'r_E' 
            r_electrolyzer=varargin{i+1}; 
        case 'V' 
            V=varargin{i+1}; 
        case 'ntol' 
            ntol=varargin{i+1}; 
        case 'T' 
            T=varargin{i+1}; 
        case 'P' 
            P_out=varargin{i+1}; 
        case 'plot' 
            plotit=varargin{i+1}; 
        case 'X' 
            X=varargin{i+1}/100; 
        case 'S_e' 
            S_e=varargin{i+1}; 
        case 't_e' 
            t_e=varargin{i+1}; 
        case 'OCV' 
            OCV=varargin{i+1}; 
        case 'I_guess' 
            I_guess=varargin{i+1}*10; 
        case 'Refine' 
            refine=varargin{i+1}; 
        case 'XCO' 
            XCOe_guess=varargin{i+1}; 
        case 'Tafel' 
            Tafel=varargin{i+1}; 
        case 'A' 
            A=varargin{i+1}; 
        case 'E' 
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            E=varargin{i+1}; 
        case 's' 
            sigma=varargin{i+1}; 
        case 'Sg' 
            Sgo=varargin{i+1}; 
        case 'psi' 
            psi=varargin{i+1}; 
    end 
end 

  
if r_electrolyzer > ro 
    warning('Electrolyzer Radius must be less than or equal to bed 

radius, using bed radius for the electrolyzer radius...'); 
    r_electrolyzer=ro; 
end 
if r_electrolyzer == ro 
    opt=1; 
else 
    opt=2; 
end 

  
%% Code to run Comsol model.  No more inputs to change below this point 

  
% COMSOL Multiphysics Model M-file 
% Generated by COMSOL 3.5a (COMSOL 3.5.0.608, $Date: 2009/05/11 

07:38:49 $) 
% Edits by Brentan Alexander, September 2011 

  

  
flclear fem 

  
% COMSOL version 
clear vrsn 
vrsn.name = 'COMSOL 3.5'; 
vrsn.ext = 'a'; 
vrsn.major = 0; 
vrsn.build = 608; 
vrsn.rcs = '$Name: v35ap $'; 
vrsn.date = '$Date: 2009/05/11 07:38:49 $'; 
fem.version = vrsn; 

  

  
%% Constants 
unu=0; 
ACs=pi*(ro^2); 
fem.const = {'R','8.314 [J/(mol )]', ... 
  'S','6.31e-5 [mol/m^2]', ... 
  'A1f',[num2str(A(1)) ' [m^3/(mol*s)]'], ... 
  'E1f',[num2str(E(1)) ' [J/mol]'], ... 
  'A1r',[num2str(A(2)) ' [m^3/(mol*s)]'], ... 
  'E1r',[num2str(E(2)) ' [J/mol]'], ... 
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  'A3',[num2str(A(4)) ' [m^3/(mol*s)]'], ... 
  'E3',[num2str(E(4)) ' [J/mol]'], ... 
  'A4f',[num2str(A(5)) ' [m^3/(mol*s)]'], ... 
  'E4f',[num2str(E(5)) ' [J/mol]'], ... 
  'A5',[num2str(A(7)) ' [m^3/(mol*s)]'], ... 
  'E5',[num2str(E(7)) ' [J/mol]'], ... 
  'emissivity','0.85',... 
  'X',num2str(X),... 
  'k_YSZ','2 [W/(m*K)]',... % FROM PAPER 
  'Sg','SgO*(1-psi*log(1-X))^(1/2)', ... 
  'SgO',[num2str(Sgo) '*1000 [m^2/kg]'],... 
  'psi',num2str(psi),... 
  'MC','0.85*20*(1e-3)*(2.956988/4.144583)/(0.1016*pi*(0.0115951^2 - 

0.00635^2)) [kg/m^3]', ... apparent density 
  'emf','0.48', ... 
  'efix','0.4', ... 
  'inletflow','15/60000000', ... 
  'XCO2in','1', ... 
  'n','2 [A/mol]', ... 
  'F','96485', ... 
  'dP','155e-6 [m]', ... 
  'Kemulsion','(dP^2)*(efix^3)/(150*(1-efix)^2) [m^2]', ... 
  ... COLLISION INTEGRAL CONSTANTS (SEE FOOTNOTE TO TABLE E.2 IN 

BIRD/STEWART/LIGHTFOOT TRANSPORT PHENOMENA V.2002) 
  'AD','1.06036', ... Terms AD to HD used for diffusion calculation 

(collision integral terms: omega term Od..see table E.2 from 

bird/lightfoot) 
  'BD','0.1561', ... 
  'CD','0.193', ... 
  'DD','0.47635', ... 
  'ED','1.03587', ... 
  'FD','1.52996', ... 
  'GD','1.76474', ... 
  'HD','3.89411', ... 
  'Amu','1.16145', ... Terms Amu-Fmu used for viscocity determination 

(viscocity/thermal cond: collision integral: again table E.2) 
  'Bmu','0.14874', ... 
  'Cmu','0.52487', ... 
  'Dmu','0.7732', ... 
  'Emu','2.16178', ... 
  'Fmu','2.43787', ... 
  ... GAS PARAMETERS 
  'MWCO','28.010', ... Gas molecular weights 
  'MWCO2','44.010', ... 
  'MWO2','31.999',... 
  'MWN2','28.013',... 
  'MWH2','2.016',... 
  'MWH2O','1.00794*2+15.9994',... 
  'MWAr','39.948',... 
  'eCO','110', ... characteristic energy/K_b (table E.1 from lightfoot) 
  'eCO2','190', ... 
  'eH2','38',... 
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  'eAr','122.4',... 
  'eO2','113',... 
  'eN2','99.8',... 
  'sigCO','3.59e-10 [m]', ... collision diameter (Table E.1 from 

lightfoot) 
  'sigCO2','3.996e-10 [m]', ... 
  'sigH2','2.915e-10 [m]',... 
  'sigAr','3.432e-10 [m]',... 
  'sigO2','3.433e-10 [m]',... 
  'sigN2','3.667e-10 [m]',... 
  ... MORE PARAMETERS 
  'AV','1.3*Sg*MC', ... 
  'Na','6.02e26', ... 
  'kB','1.380658e-23 [J/K]', ... 
  'tortuosity','(2^0.5)', ... 
  'unu',num2str(unu), ... 
  'rt',num2str(ro-.0001),... 
  'V_desired',num2str(V), ... 
  'I_guess',num2str(I_guess), ... 
  'E_o',num2str(OCV), ... UPDATE THIS TO BE BASED ON EQUILIBRIUM VALUE 

BEFORE A RUN! 
  ... Electrolyte parameters 
  'elec_cond',[num2str(S_e) ' [1/(ohm*m)]'], ... SHOULD BE 10 

[1/(ohm*m)] 
  't_elec',[num2str(t_e) ' [m]'], ... 
  ... Electrode parameters 
  'A_a','2.5e2*100*100*50 [A/m^2]', ... 
  'E_a','132000 [J/mol]', ... 
  'alpha_a','.48', ... 
  'A_c','13*100*100*50 [A/m^2]', ... 
  'E_c','80300 [J/mol]', ... 
  'alpha_c','.38',... 
  'Tafel_Approximation',num2str(Tafel),... 
  ... GEOMETRY VARS 
  'A_anode',[num2str(r_electrolyzer) '^2*pi'],... 
  'r_anode',num2str(r_electrolyzer)}; 

  

  
if r_electrolyzer == ro 
    opt=1; 
else 
    opt=2; 
end 
%% Geometry 
switch opt 
    case 1 % If ro is the same as r_electrolyzer, do some tricks so we 

dont define a square with 0 thickness 
        g1=rect2(r_electrolyzer/2,h_total,'base','corner','pos',[0,0]); 
        

g2=rect2(r_electrolyzer/2,h_total,'base','corner','pos',[r_electrolyzer

/2,0]); 
    case 2 
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        g1=rect2(r_electrolyzer,h_total,'base','corner','pos',[0,0]); 
        g2=rect2(ro-

r_electrolyzer,h_total,'base','corner','pos',[r_electrolyzer,0]); 
end 
g3=rect2(ro,ro/4,'base','corner','pos',[0 -ro/4]); 

  

  
% Analyzed geometry 
clear s 
s.objs={g1,g2,g3}; 
s.name={'R1','R2','R3'}; 
s.tags={'g1','g2','g3'}; 

  
fem.draw=struct('s',s); 
fem.geom=geomcsg(fem); 

  
% Initialize mesh 
fem.mesh=meshinit(fem, ... 
                  'hauto',5); 

  

  
for i=1:refine 
    % Refine mesh 
    fem.mesh=meshrefine(fem, ... 
                        'mcase',0, ... 
                        'rmethod','regular'); 
end 

  
% (Default values are not included) 

  

  

  
% Application mode 1 
clear appl 
appl.mode.class = 'DarcysLaw'; 
appl.mode.type = 'axi'; 
appl.module = 'CHEM'; 
appl.assignsuffix = '_chdl'; 
clear prop 
prop.analysis='static'; 
appl.prop = prop; 
clear bnd 
bnd.p0 = {0,0,0,num2str(P_out),0}; 
bnd.N = {0,0,'(I/(n*F))*(MWCO2-MWCO)*0.001/(p*MWmix/(R*T))',0,0}; 
bnd.type = {'cont','ax','N','P','N0'}; 
bnd.ind = [1,1,2,3,4,1,3,4,1,5]; 
appl.bnd = bnd; 
clear equ 
equ.eta = {3e-5,'mumix'}; 
equ.F = {0,'darsource'}; 
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equ.init = {num2str(P_out),num2str(P_out)}; 
equ.k = {1e-9,'Kemulsion'}; 
equ.usage = {0,1}; 
equ.rho = {1,'(p*MWmix/(R*T))'}; 
equ.ind = [1,2,2]; 
appl.equ = equ; 
fem.appl{1} = appl; 

  
% Application mode 2 
clear appl 
appl.mode.class = 'ConvDiff'; 
appl.mode.type = 'axi'; 
appl.dim = {'lncCOe'}; 
appl.module = 'CHEM'; 
appl.assignsuffix = '_chcd'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm2'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 
bnd.N = {0,0,'-I/(n*F)',0,0}; 
bnd.type = {'cont','ax','N','Nc','N0'}; 
bnd.ind = [1,1,2,3,4,1,3,4,1,5]; 
appl.bnd = bnd; 
clear equ 
equ.D = {1,'exp(lncCOe)*efix*DCOCO2/tortuosity'}; 
equ.init = {0,['log(' num2str(XCOe_guess) '*' num2str(P_out) 

'/(R*T))']}; 
equ.v = {0,'exp(lncCOe)*v_chdl'}; 
equ.u = {0,'exp(lncCOe)*u_chdl'}; 
equ.R = {0,'-2*CO2source'}; 
equ.usage = {0,1}; 
equ.ind = [1,2,2]; 
appl.equ = equ; 
fem.appl{2} = appl; 

  
% Application mode 3 
clear appl 
appl.mode.class = 'ConvDiff'; 
appl.mode.type = 'axi'; 
appl.dim = {'cO2e'}; 
appl.name = 'chcd2'; 
appl.module = 'CHEM'; 
appl.sshape = 2; 
appl.assignsuffix = '_chcd2'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
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weakconstr.dim = {'lm3'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 
bnd.c0 = {0,0,0,0,['0.21*' num2str(P_out) '/(R*T)']}; % SET INITIAL 

CONCENTRATION HERE 
bnd.N = {0,0,'-I/(2*n*F)',0,0}; % CURRENT BOUNDARY CONDITION GOES HERE 
bnd.type = {'N0','cont','N','ax','C'}; 
bnd.ind = [4,5,2,3,2,2,3,2,1,2]; 
appl.bnd = bnd; 
clear equ 
equ.D = {'DO2N2',1}; % Diffusion coefficient 
equ.init = {['0.21*' num2str(P_out) '/(R*T)'],0}; 
equ.u = {'u_cathode',0};  
equ.v = {'v_cathode',0}; 
equ.usage = {1,0}; 
equ.ind = [1,2,2]; 
appl.equ = equ; 
fem.appl{3} = appl; 

  

  

  
% Application mode 4 
clear appl 
appl.mode.class = 'FlConvCond'; 
appl.mode.type = 'axi'; 
appl.dim = {'Ta'}; 
appl.sshape = 2; 
appl.assignsuffix = '_cc'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm4'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 

  
bnd.q0 = {0,0,'Air_Anode(I,Ta) + (I * (t_elec / elec_cond)^2) + (Tc-

Ta)*k_YSZ/t_elec',0,0}; 
bnd.type = {'T','ax','q','qc','q0'}; 
bnd.ind = [1,1,2,3,4,1,3,4,1,5]; 

  
appl.bnd = bnd; 
clear equ 
equ.C = 'cpmix';            % J/kg K 
equ.gamma = '1.195*XCO2e+1.4*XCOe';  % based on measured values of CO2 

(more degrees of freedom) and ideal CO 
equ.Q = {0,'Anode(CO2source,Ta)'};  % W/m^3 
equ.rho = '(p*MWmix/(R*Ta))';         % kg/m^3 
equ.init = num2str(T); 
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equ.k = {0,'keff(T,efix,MC/(1-efix),kmix,dP,emissivity)'};          % 

W/mK  
equ.v = 'v_chdl';        % m/s 
equ.u = 'u_chdl';        % m/s 
equ.usage = {0,1}; 
equ.ind = [1,2,2]; 
appl.equ = equ; 
fem.appl{4} = appl; 

  

  
% Application mode 5 
clear appl 
appl.mode.class = 'FlConvCond'; 
appl.mode.type = 'axi'; 
appl.dim = {'Tc'}; 
appl.sshape = 2; 
appl.assignsuffix = '_cc2'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm4'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 

  
bnd.ind = [4,5,2,3,2,2,3,2,1,2]; 
bnd.type = {'q0','T','q','ax','qc'}; 
bnd.q0 = {0,0,'(Ta-Tc)*k_YSZ/t_elec',0,0}; % inward W/m^2 

  
appl.bnd = bnd; 
clear equ 
equ.C = 'cpmix';            % J/kg K 
equ.gamma = '1.4';   % Based on measured values for O2 and N2 (near 

ideal gas) 
equ.Q = 0;  % W/m^3 
equ.rho = '(p_cathode*MWmix/(R*Tc))';         % kg/m^3 
equ.init = num2str(T); 
equ.k = 'kmix';          % W/mK 
equ.u = {'u_cathode',0};  
equ.v = {'v_cathode',0}; 
equ.usage = {1,0}; 
equ.ind = [1,2,2]; 
appl.equ = equ; 
fem.appl{5} = appl; 

  
% Application mode 4 
clear appl 
appl.mode.class = 'NavierStokes'; 
appl.mode.type = 'axi'; 
appl.dim = 
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{'u_cathode','v_cathode','w','p_cathode','logk','logd','logw', ... 
  'phi','psi','nrw','nzw'}; 
appl.module = 'CHEM'; 
appl.gporder = {4,2}; 
appl.cporder = {2,1}; 
appl.sshape = 2; 
appl.assignsuffix = '_chns'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = 

{'lm4','lm5','lm6','lm7','lm8','lm9','lm10','lm11','lm12'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 
bnd.symtype = {'ax','sym','sym','sym','sym'}; 
bnd.type = {'sym','open','int','inlet','sym'}; 
bnd.f0 = {0,num2str(P_out),0,0,0}; 
bnd.U0in = {1,1,1,'(-I/(2*n*F))*(MWO2)*0.001/(p_cathode*MWmix/(R*T))', 

... 
  1}; 
bnd.ind = [1,2,3,4,3,3,4,3,5,3]; 
appl.bnd = bnd; 
clear equ 
equ.eta = {'mumix',1}; % VISCOCITY IS HERE 
equ.gporder = {{1;1;2}}; 
equ.rho = {'p_cathode*MWmix/(R*T)',1}; % DENSITY OF FLUID HERE 
equ.cporder = {{1;1;2}}; 
equ.init = {{0;0;0;num2str(P_out);0;0;0;0;0;0;0}, ... % SET INITAL 

PRESSURE (GUESS) 
  0}; 
equ.usage = {1,0}; 
equ.ind = [1,2,2]; 
appl.equ = equ; 
fem.appl{6} = appl; 

  

  
fem.sdim = {'r','z'}; 
fem.frame = {'ref'}; 
fem.border = 1; 
fem.outform = 'general'; 
clear units; 
units.basesystem = 'SI'; 
fem.units = units; 

  
% Boundary settings 
clear bnd 
bnd.ind = [1,1,1,2,1,1,2,1,1,1]; 
bnd.dim = {'p','lncCOe','cO2e','Ta','Tc','p_cathode'}; 
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%% Boundary expressions 
bnd.expr = {'uau',{'','0.5*inletflow/(pi*quad(x*(-

0.0015875+x)^unu,x,0.0015875,0.0115951,1e-06))'}, ... 
  

'I',{'','findI(V_desired,E_o,p*XCOe,p*XCO2e,p_cathode*XO2e,elec_cond,t_

elec,T,A_a,E_a,alpha_a,A_c,E_c,alpha_c,Tafel_Approximation,I_guess)'}}; 
fem.bnd = bnd; 

  
%% Subdomain expressions 
quadcalck2=quad(@(x)k2quad(x,T,sigma(3),E(3)),0,1e6); 
quadcalck4r=quad(@(x)k4rquad(x,T,sigma(6),E(6)),0,1e6); 
equ.expr = {... 
      'mumix',{'XO2e*muO2/(XO2e*1+XN2e*PHIO2N2) + 

XN2e*muN2/(XN2e*1+XO2e*PHIN2O2)','XCOe*muCO/(XCOe*1+XCO2e*PHICOCO2) + 

XCO2e*muCO2/(XCO2e*1+XCOe*PHICO2CO)'}, ... Micture model from eq 1.4-15 

in lightfoot (pg 27) 
      

'MWmix',{'(XO2e*MWO2+XN2e*MWN2)/1000','(XCO2e*MWCO2+XCOe*MWCO)/1000'},.

.. 
      'kmix',{'XO2e*kO2/(XO2e*1+XN2e*PHIO2N2) + 

XN2e*kN2/(XN2e*1+XO2e*PHIN2O2)','XCOe*kCO/(XCOe*1+XCO2e*PHICOCO2) + 

XCO2e*kCO2/(XCO2e*1+XCOe*PHICO2CO)'},... Lightfoot 9.3-17 
      

'cpmix',{'XO2e*CpO2/MWO2*1000+XN2e*CpN2/MWN2*1000','XCOe*CpCO/MWCO*1000

+XCO2e*CpCO2/MWCO2*1000'},...  
      'X_reactant',{'XO2e','XCOe'},... 
      'X_product',{'XN2e','XCO2e'},... 
      'XCO2e',{'','cCO2e/(p/(R*T))'}, ... 
      'XCOe',{'','1-XCO2e'}, ... 
      'cCO2e',{'','p/(R*T) - cCOe'},... 
      'cCOe',{'','exp(lncCOe)'},... 
      'Ak',{'','k1f*cCO2e'}, ... 
      'Bk',{'','Ak+k1r*cCOe+k2'}, ... 
      'T',{'Tc','Ta'},... 
      'Ck',{'','k4f*cCOe'}, ... 
      'Dk',{'','Ck+k4r+k5*cCO2e'}, ... 
      'Oo',{'','(Ak/Bk - Ak*Ck/(Bk*Dk))/(1 - Ak*Ck/(Bk*Dk))'}, ... 
      'Oco',{'','(Ck/Dk - Ak*Ck/(Bk*Dk))/(1 - Ak*Ck/(Bk*Dk))'}, ... 
      'Of',{'','1-Oo-Oco'}, ... 
      'darsource',{'','(k1f*cCO2e*Of*S-k1r*cCOe*Oo*S-

k5*cCOe*Oco*S)*AV*0.001*(MWCO-MWCO2) + k2*Oo*S*AV*0.001*MWCO + 

(k4r*Oco*S - k4f*cCOe*Of*S)*AV*0.001*MWCO + 

k3*cCO2e*Oo*S*AV*0.001*(2*MWCO-MWCO2)'}, ... 
      'COsource',{'','(k1f*cCO2e*S*Of-k1r*cCOe*S*Oo)*AV + k2*S*Oo*AV + 

2*k3*cCO2e*S*Oo*AV +k4r*S*Oco*AV - k4f*cCOe*S*Of*AV - 

k5*cCOe*S*Oco*AV'}, ... 
      'CO2source',{'','k5*cCOe*S*Oco*AV + k1r*cCOe*S*Oo*AV - 

k3*cCO2e*S*Oo*AV - k1f*cCO2e*S*Of*AV'}, ... 
      'YCO2e',{'','(XCO2e*MWCO2)/(XCO2e*MWCO2+XCOe*MWCO)'}, ... 
      'YCOe',{'','1-YCO2e'}, ... 
      'k2',{'',num2str(quadcalck2)}, ... 
      'k4r',{'',num2str(quadcalck4r)},... 
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      'XO2e',{'cO2e/(p_cathode/(R*T))',''},... 
      'XN2e',{'1-XO2e',''},... 
      'cN2e',{'p_cathode/(R*T) - cO2e',''},... 
      'YO2e',{'(XO2e*MWO2)/(XO2e*MWO2+XN2e*MWN2)',''},... 
      'YN2e',{'1-YO2e',''},... 
      ... BROUGHT DOWN FROM CONSTANT DUE TO NON-CONSTANT T 
      'k1f',{'','A1f*exp(-E1f/(R*T))'}, ... 
      'k1r',{'','A1r*exp(-E1r/(R*T))'}, ... 
      'k3',{'','A3*exp(-E3/(R*T))'}, ... 
      'k4f',{'','A4f*exp(-E4f/(R*T))'}, ... 
      'k5',{'','A5*exp(-E5/(R*T))'}, ... 
      'CpCO',{'','25.56759+6.096130*(T/1000)+4.054656*(T/1000)^2-

2.671301*(T/1000)^3+0.131021*(T/1000)^(-2)'},... ALL heat capacity in 

J/(mol*K): Data from NIST online chemistry webbook 
      'CpCO2',{'','24.99735+55.18696*(T/1000)-

33.69137*(T/1000)^2+7.948387*(T/1000)^3-0.136638*(T/1000)^(-2)'},... 

Note that NIST has 2 equations that split our temperature range...I 

chose the lesser, but a comparison between the 2 shows less than 0.6% 

disagreement over our range of interest 
      'CpH2',{'18.563083+12.257357*(T/1000)-

2.859786*(T/1000)^2+0.268238*(T/1000)^3+1.97799*(T/1000)^(-2)',''},... 
      'CpAr',{'','20.786+2.825911e-7*(T/1000)-1.464191e-

7*(T/1000)^2+1.092131e-8*(T/1000)^3-3.661371e-8*(T/1000)^(-2)'},... 
      'CpO2',{'30.03235+8.772872*(T/1000)-

3.988133*(T/1000)^2+0.788313*(T/1000)^3-0.741599*(T/1000)^(-2)',''},... 
      'CpN2',{'19.50583+19.88705*(T/1000)-

8.598535*(T/1000)^2+1.369784*(T/1000)^3+0.527601*(T/1000)^(-2)',''},... 
      'CpH2O',{'30.092+6.832514*(T/1000)+6.793435*(T/1000)^2-

2.534480*(T/1000)^3+0.082139*(T/1000)^(-2)',''},... 
      

'Omu_CO',{'','Amu/((T/eCO)^Bmu)+Cmu/(exp((T/eCO)*Dmu))+Emu/(exp((T/eCO)

*Fmu))'}, ... Collision integral for viscocity and thermal conductivity  
      'muCO',{'',['(5/16)*(' num2str(P_out) 

'*MWCO/(1000*R*T))*((pi*kB*T*Na/MWCO)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigCO^2*Omu_CO)']}, ... viscocity 
      'kCO',{'','(CpCO+5/4*R)*(1000/MWCO)*muCO'},... Page 276 in 

Lightfoot (polyatomic gas) 
      

'Omu_CO2',{'','Amu/((T/eCO2)^Bmu)+Cmu/(exp((T/eCO2)*Dmu))+Emu/(exp((T/e

CO2)*Fmu))'}, ... Collision integral for viscocity and thermal 

conductivity  
      'muCO2',{'',['(5/16)*(' num2str(P_out) 

'*MWCO2/(1000*R*T))*((pi*kB*T*Na/MWCO2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigCO2^2*Omu_CO2)']}, ... viscocity 
      'kCO2',{'','(CpCO2+5/4*R)*(1000/MWCO2)*muCO2'},... Page 276 in 

Lightfoot (polyatomic gas) 
      

'Omu_H2',{'Amu/((T/eH2)^Bmu)+Cmu/(exp((T/eH2)*Dmu))+Emu/(exp((T/eH2)*Fm

u))',''}, ... Collision integral for viscocity and thermal conductivity  
      'muH2',{['(5/16)*(' num2str(P_out) 

'*MWH2/(1000*R*T))*((pi*kB*T*Na/MWH2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigH2^2*Omu_H2)'],''}, ... viscocity 
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      'kH2',{'(CpH2+5/4*R)*(1000/MWH2)*muH2',''},... Page 276 in 

Lightfoot (polyatomic gas) 
      

'Omu_Ar',{'Amu/((T/eAr)^Bmu)+Cmu/(exp((T/eAr)*Dmu))+Emu/(exp((T/eAr)*Fm

u))',''}, ... Collision integral for viscocity and thermal conductivity  
      'muAr',{['(5/16)*(' num2str(P_out) 

'*MWAr/(1000*R*T))*((pi*kB*T*Na/MWAr)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigAr^2*Omu_Ar)'],''}, ... viscocity 
      'kAr',{'(15/4*R)*(1000/MWAr)*muAr',''},... Page 276 in Lightfoot 

(monatomic gas) 
      

'Omu_O2',{'Amu/((T/eO2)^Bmu)+Cmu/(exp((T/eO2)*Dmu))+Emu/(exp((T/eO2)*Fm

u))',''}, ... Collision integral for viscocity and thermal conductivity  
      'muO2',{['(5/16)*(' num2str(P_out) 

'*MWO2/(1000*R*T))*((pi*kB*T*Na/MWO2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigO2^2*Omu_O2)'],''}, ... viscocity 
      'kO2',{'(CpO2+5/4*R)*(1000/MWO2)*muO2',''},... Page 276 in 

Lightfoot (polyatomic gas) 
      

'Omu_N2',{'Amu/((T/eN2)^Bmu)+Cmu/(exp((T/eN2)*Dmu))+Emu/(exp((T/eN2)*Fm

u))',''}, ... Collision integral for viscocity and thermal conductivity  
      'muN2',{['(5/16)*(' num2str(P_out) 

'*MWN2/(1000*R*T))*((pi*kB*T*Na/MWN2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigN2^2*Omu_N2)'],''}, ... viscocity 
      'kN2',{'(CpN2+5/4*R)*(1000/MWN2)*muN2',''},... Page 276 in 

Lightfoot (polyatomic gas) 
      'Omu_H2O',{'1',''},... POLAR, FILL THIS IN 
      'muH2O',{'1',''},... 
      'kH2O',{'1',''},...  
      ... BINARY PAIR: CO-CO2  
      'MWCOCO2',{'','2*((1/MWCO+1/MWCO2)^-1)/Na'}, ... Combined 

molecular weights 
      'sigCOCO2',{'','0.5*(sigCO+sigCO2)'}, ... lennard-jones 

parameters 
      'eCOCO2',{'','(eCO*eCO2)^0.5'},... 
      'Tstar_COCO2',{'','T/eCOCO2'}, ... 
      

'Od_COCO2',{'','AD/(Tstar_COCO2^BD)+CD/(exp(Tstar_COCO2*DD))+ED/(exp(Ts

tar_COCO2*FD))+GD/(exp(Tstar_COCO2*HD))'}, ... Collision integral for 

diffusion (Omega parameter) 
      'DCOCO2',{'',['(3/16)*((4*pi*kB*T/MWCOCO2)^0.5)/((' 

num2str(P_out) '*Na/(1000*R*T))*pi*sigCOCO2^2*Od_COCO2)']}, ... binary 

diffusion coefficient (chapman-anskog theory, pg 526 in lightfoot) 
      'PHICOCO2',{'','((1/8)^0.5)*((1+MWCO/MWCO2)^-

0.5)*(1+((muCO/muCO2)^0.5)*((MWCO2/MWCO)^0.25))^2'}, ... 
      'PHICO2CO',{'','((1/8)^0.5)*((1+MWCO2/MWCO)^-

0.5)*(1+((muCO2/muCO)^0.5)*((MWCO/MWCO2)^0.25))^2'}, ... 
      ... BINARY PAIR: O2-N2 
      'MWO2N2',{'2*((1/MWO2+1/MWN2)^-1)/Na',''}, ... Combined molecular 

weights 
      'sigO2N2',{'0.5*(sigO2+sigN2)',''}, ... lennard-jones parameters 
      'eO2N2',{'(eN2*eO2)^0.5',''},... 
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      'Tstar_O2N2',{'T/eO2N2',''}, ... 
      

'Od_O2N2',{'AD/(Tstar_O2N2^BD)+CD/(exp(Tstar_O2N2*DD))+ED/(exp(Tstar_O2

N2*FD))+GD/(exp(Tstar_O2N2*HD))',''}, ... Collision integral for 

diffusion (Omega parameter) 
      'DO2N2',{['(3/16)*((4*pi*kB*T/MWO2N2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigO2N2^2*Od_O2N2)'],''}, ... binary diffusion 

coefficient (chapman-anskog theory, pg 526 in lightfoot) 
      'PHIO2N2',{'((1/8)^0.5)*((1+MWO2/MWN2)^-

0.5)*(1+((muO2/muN2)^0.5)*((MWN2/MWO2)^0.25))^2',''}, ... 
      'PHIN2O2',{'((1/8)^0.5)*((1+MWN2/MWO2)^-

0.5)*(1+((muN2/muO2)^0.5)*((MWO2/MWN2)^0.25))^2',''} 
    }; 
fem.equ = equ; 

  
%% Scalar expressions 
fem.expr = {'test_expression','1'... 
  }; 

  
% Descriptions 
clear descr 
descr.expr= {'COsource','mol/m3s for species','MWmix','kg/mole 

mixture','XCOe','bubble mole fraction','darsource','kg/m3s source for 

Darcy EQ','Oo','adsorbed O fraction','mumix','bubble phase mix 

viscosity','CO2source','mol/m3s for specie','Of','free site 

fraction','XCO2e','bubble mole fraction','Oco','adsorbed CO fraction'}; 
fem.descr = descr; 

  
% Descriptions 
descr = fem.descr; 
descr.const= {'F','Faradays 

constant','A3','********','A5','********','Sg','m2/g','E5','********','

E1f','J/mol','I','A/m2 current density at anode-bed 

interface','PHICOCO2','viscosity coefficient','muCO','kg/ms','T','K, 

Temperature','Kemulsion','Emulsion phase 

permeability','XCO2in','fraction CO2 in inlet stream','MWCO','g/mol, 

molecular mass CO','S','molesites/m2','E3','********','R','J/molK, 

universal gas constant','DCOCO2','m2/s,binary 

diffusivity','MC','gramskg','Na','molecules/kmol','PHICO2CO','viscosity 

coefficient','sigCOCO2','angstroms','MWCO2','g/mol, molecular mass 

CO2','inletflow','m^3/s STP of 

inflow','A4f','********','sigCO2','angstroms','AV','m2/m3 area to 

volume ratio','Volume','m3 bed rest volume','unu','velocity 

order','Acs','m2, cross section area','n','electrons per CO 

oxidation','tortuosity','random path','Omu','vicosity collision 

integral O(1)','muCO2','kg/ms','E4f','********','AD','collision 

integral constant','dP','particle size','E1r','J/mol','eCO','molec 

theory hirschfelder','Od','diffusion collision integral 

O(1)','rt','tophat cutoff','emf','porosity at min 

fluidization','efix','porosity of packed  

bed','sigCO','angstroms','kB','J/moleculeK,boltzmann','MWCOCO2','g/mole

'}; 
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fem.descr = descr; 

  
% Coupling variable elements 
clear elemcpl 
% Integration coupling variables 
clear elem 
elem.elem = 'elcplscalar'; 
elem.g = {'1'}; 
src = cell(1,1); 
clear bnd 
bnd.expr = {{{},'I'}}; 
bnd.ipoints = {{{},'4'}}; 
bnd.frame = {{{},'ref'}}; 
bnd.ind = {{'1','2','3','5','6','8','9','10'},{'4','7'}}; 
src{1} = {{},bnd,{}}; 
elem.src = src; 
geomdim = cell(1,1); 
geomdim{1} = {}; 
elem.geomdim = geomdim; 
elem.var = {'I_tot'}; 
elem.global = {'1'}; 
elemcpl{1} = elem; 
fem.elemcpl = elemcpl; 

  
% ODE Settings 
clear ode 
clear units; 
units.basesystem = 'SI'; 
ode.units = units; 
fem.ode=ode; 

  
% Multiphysics 
fem=multiphysics(fem); 

  

  
% Extend mesh 
fem.xmesh=meshextend(fem); 

  
% Evaluate initial value using current solution 
init = asseminit(fem,'blocksize','auto'); 
init = asseminit(fem,'u',init,'blocksize','auto'); 

  
% Solve problem 
fem.sol=femstatic(fem, ... 
                  'init',init, ... 
                  

'solcomp',{'Ta','cO2e','Tc','p','lncCOe','p_cathode'}, ... 
                  

'outcomp',{'cO2e','Ta','Tc','p','lncCOe','p_cathode'}, ... 
                  'blocksize','auto', ... 
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'seggrps',{{'segcomp',{'cO2e','p','lncCOe','p_cathode'},'ntol',1e-

3},{'segcomp',{'Ta','Tc'},'ntol',1e-3}}, ... 
                  'llimitdof',{}, ... 
                  'llimitval',[], ... 
                  'segorder',[1 2], ... 
                  'subinitstep',[1.0 1.0], ... 
                  'subdtech',{'const','const'}, ... 
                  'subrstep',[10.0 10.0], ... 
                  'subiter',[1 1], ... 
                  'subdamp',[0.5 0.5], ... 
                  'subjtech',{'onevery','onevery'}, ... 
                  'subntol',[1.0E-2 1.0E-2], ... 
                  'subminstep',[1.0E-4 1.0E-4], ... 
                  'maxsubiter',[20 20], ... 
                  'subterm',{'iter','iter'}); 

  
% Save current fem structure for restart purposes 

  

  
% Produce a mesh within the domain of the bed 
% UPDATE THIS TO ALSO RETURN CATHODE PARAMETERS! 
% UPDATE TO OUTPUT THE CURRENT DENSITY DISTIBUTION! 
[r,z] = meshgrid(0:ro/100:ro,0:h_total/100:h_total); 
p = [r(:)';z(:)']; 
cCOe = postinterp(fem,'cCOe',p); 
cCOe = reshape(cCOe,size(r)); 
cCO2e = postinterp(fem,'cCO2e',p); 
cCO2e = reshape(cCO2e,size(r)); 
XCOe = postinterp(fem,'XCOe',p); 
XCOe = reshape(XCOe,size(r)); 
YCOe = postinterp(fem,'YCOe',p); 
T = postinterp(fem,'T',p); 
YCOe = reshape(YCOe,size(r)); 
Results.CO=cCOe; 
Results.CO2=cCO2e; 
Results.xCO=XCOe; 
Results.yCO=YCOe; 
Results.r=r; 
Results.z=z; 
Results.Ta=T; 

  
[r,z] = meshgrid(0:ro/100:ro,(-ro/4):ro/100:0); 
p = [r(:)';z(:)']; 
cCOe = postinterp(fem,'cO2e',p); 
T = postinterp(fem,'T',p); 
cCOe = reshape(cCOe,size(r)); 
XCOe = postinterp(fem,'XO2e',p); 
XCOe = reshape(XCOe,size(r)); 
Results.O2=cCOe; 
Results.xO2=XCOe; 
Results.rc=r; 
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Results.Tc=T; 
Results.zc=z; 

  
Results.V=V; 

  
% Find X_CO at exit 
Results.xCO_out=postint(fem,['2*pi*r*(XCOe/(' num2str(ro) '^2*pi))'], 

... 
           'unit','m^2', ... 
           'recover','off', ... 
           'dl',[5,8], ... 
           'edim',1); 

        
Results.T_anode=postint(fem,['2*pi*r*(T/(' num2str(ro) '^2*pi))'], ... 
           'unit','K', ... 
           'recover','off', ... 
           'dl',[5,8], ... 
           'edim',1); 
Results.T_cathode=postint(fem,['2*pi*r*(T/(' num2str(ro) '^2*pi))'], 

... 
           'unit','K', ... 
           'recover','off', ... 
           'dl',[2], ... 
           'edim',1); 

        
% Integrate 
Results.I=postint(fem,'2*pi*r*(I)*1000', ... mA 
           'unit','', ... 
           'recover','off', ... 
           'dl',[4,7], ... 
           'edim',1); 
Results.I_density=postint(fem,'2*pi*r*(I)/A_anode/10', ... mA/cm^2 
           'unit','', ... 
           'recover','off', ... 
           'dl',[4,7], ... 
           'edim',1); 

  
if ~plotit 
    return; 
end 

  
%% Produce Comsol Plots....only does this if 'plot' input is set 
% Plot solution 
 % 2D CO concentration plot of the bed 
figure 
 postplot(fem, ... 
         'tridata',{'cCOe','cont','internal','unit','mol/m^3'}, ... 
         'trimap','Rainbow', ... 
         'title','Surface: cCOe [mol/m^3]', ... 
         'axis',[-0.09452299461110725,0.1061180947755207,-

0.008405567973916414,0.11000556674606073]); 
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figure 
% Plot in cross-section or along domain 
 % This plot is CO concentration along centerline of the bed 
postcrossplot(fem,1,[1], ... 
              'lindata','cCOe', ... 
              'cont','internal', ... 
              'title','cCOe [mol/m^3]', ... 
              'axislabel',{'Arc-length','cCOe [mol/m^3]'}, ... 
              'refine','auto'); 
figure           
% Plot in cross-section or along domain 
 % This plot is CO concentration along outer edge of the bed 
postcrossplot(fem,1,[7], ... 
              'lindata','cCOe', ... 
              'cont','internal', ... 
              'linxdata','z', ... 
              'title','cCOe [mol/m^3]', ... 
              'axislabel',{'z','cCOe [mol/m^3]'}, ... 
              'refine','auto'); 

D.3. Steam-Carbon Fuel Cell Model 

function Results=SCFCmodel(varargin) 
% Function will run the Comsol model of a air-carbon cell.  Inputs 

should 
% be entered using the symbol for the input followed by the value.  

Available inputs 
% and their defaults (if not specified) are shown in the table below: 
% INPUT NAME                    SYMBOL          UNITS           DEFAULT 
% External radius               ro              [m]             0.005 
% Reactor height                h               [m]             0.01 
% Electrolyzer radius           r_E             [m]             0.005 
% Cell Voltage                  V               [V]             0.75 
% Temperature                   T               [K]             1173 
% Outlet Pressure               P               [Pa]            101325 
% Extent of Conversion          X               [%]             0 
% Electrolyte Conductivity      S_e             [1/(ohm*m)]     10 
% Electrolyte Thickness         t_e             [m]             1e-4 
% Open Circuit Voltage          OCV             [V]             

calculated 
% Current Density Guess         I_guess         [mA/cm^2]       300 
% # of mesh refinements         Refine          [#]             1 
% Draw Comsol Plots             plot            [0,1]           No 

Plots (0)0) 
% As                            A               [various]       see 

file 
% Es                            E               [J/mol]         see 

file 
% sigma                         s               [J/mol]         see 

file 
% Sgo                           Sg              [m^2/kg]        750 



 

  

Appendix D – page 391 

% psi                           psi             []              3 

  

  
%% User available inputs: 

  
% Geometry 
%   Model is axisymmetric with active electrode radius, then inactive 
%   length until outer radius. 

  
ro              = .005;             % External radius of reaction 

chamber [m] 
h_total         = .01;              % Total height of reaction chamber 

[m] 
r_electrolyzer  = .005;           % Total radius of electrolyzer 

reactive anode surface [m] 

  
% System conditions 
V               = 0.45;             % Cell Voltage [V] 
T               = 1173;             % Temperature of the reaction 

chamber [K] 
P_out           = 101325;           % Reactor Exit Pressure [Pa] 
X               = 0;                % Extent of char conversion [%] 
S_e             = 10;               % Electrolyte Conductivity 

[1/(ohm*m)] 
t_e             = 1e-4;             % Electrolyte thickness [m] 
OCV             = 0.6;              % Open circuit voltage to use [V] 
I_guess         = 3000;             % Guess for current density [A/m^2] 
refine          = 1; 
solver          = 'default';        % Options: 'gmres', 'fgmres', 

'spooles', 'pardiso', 'umfpack' 
XCOe_guess      = .1; 
Tafel           = 0; 
ntol            = 1e-6; 

  
A     = [5e3 1.08e2 1e13 1e-4 8.9e-1 1e13 1.01e7]; 
E     = [185 89.7 375 58 148 455 262]*1e3; 
sigma = [0 0 28 0 0 53 0]*1e3; 
Sgo   = 750; 
psi   = 3; 

  
% Plot the output using Comsol plotting? 
plotit          = 0; 

  
% Scan through the inputs and find any user inputs that have been 

entered, 
% then store them 
for i=1:2:nargin-1 
    switch varargin{i} 
        case 'ro' 
            ro=varargin{i+1}; 
        case 'h' 



 

  

Appendix D – page 392 

            h_total=varargin{i+1}; 
        case 'r_E' 
            r_electrolyzer=varargin{i+1}; 
        case 'V' 
            V=varargin{i+1}; 
        case 'ntol' 
            ntol=varargin{i+1}; 
        case 'T' 
            T=varargin{i+1}; 
        case 'P' 
            P_out=varargin{i+1}; 
        case 'plot' 
            plotit=varargin{i+1}; 
        case 'X' 
            X=varargin{i+1}/100; 
        case 'S_e' 
            S_e=varargin{i+1}; 
        case 't_e' 
            t_e=varargin{i+1}; 
        case 'OCV' 
            OCV=varargin{i+1}; 
        case 'I_guess' 
            I_guess=varargin{i+1}*10; 
        case 'Refine' 
            refine=varargin{i+1}; 
        case 'XCO' 
            XCOe_guess=varargin{i+1}; 
        case 'Tafel' 
            Tafel=varargin{i+1}; 
        case 'A' 
            A=varargin{i+1}; 
        case 'E' 
            E=varargin{i+1}; 
        case 's' 
            sigma=varargin{i+1}; 
        case 'Sg' 
            Sgo=varargin{i+1}; 
        case 'psi' 
            psi=varargin{i+1}; 
    end 
end 

  
if r_electrolyzer > ro 
    warning('Electrolyzer Radius must be less than or equal to bed 

radius, using bed radius for the electrolyzer radius...'); 
    r_electrolyzer=ro; 
end 
if r_electrolyzer == ro 
    opt=1; 
else 
    opt=2; 
end 
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%% Code to run Comsol model.  No more inputs to change below this point 

  
% COMSOL Multiphysics Model M-file 
% Generated by COMSOL 3.5a (COMSOL 3.5.0.608, $Date: 2009/05/11 

07:38:49 $) 
% Edits by Brentan Alexander, September 2011 

  

  
flclear fem 

  
% COMSOL version 
clear vrsn 
vrsn.name = 'COMSOL 3.5'; 
vrsn.ext = 'a'; 
vrsn.major = 0; 
vrsn.build = 608; 
vrsn.rcs = '$Name: v35ap $'; 
vrsn.date = '$Date: 2009/05/11 07:38:49 $'; 
fem.version = vrsn; 

  

  
%% Constants 
unu=0; 
ACs=pi*(ro^2); 
fem.const = {'R','8.314 [J/(mol )]', ... 
  'S','6.31e-5 [mol/m^2]', ... 
  'A1f',[num2str(A(1)) ' [m^3/(mol*s)]'], ... 
  'E1f',[num2str(E(1)) ' [J/mol]'], ... 
  'A1r',[num2str(A(2)) ' [m^3/(mol*s)]'], ... 
  'E1r',[num2str(E(2)) ' [J/mol]'], ... 
  'A3',[num2str(A(4)) ' [m^3/(mol*s)]'], ... 
  'E3',[num2str(E(4)) ' [J/mol]'], ... 
  'A4f',[num2str(A(5)) ' [m^3/(mol*s)]'], ... 
  'E4f',[num2str(E(5)) ' [J/mol]'], ... 
  'A5',[num2str(A(7)) ' [m^3/(mol*s)]'], ... 
  'E5',[num2str(E(7)) ' [J/mol]'], ... 
  'emissivity','0.85',... 
  'X',num2str(X),... 
  'k_YSZ','2 [W/(m*K)]',... % FROM PAPER 
  'Sg','SgO*(1-psi*log(1-X))^(1/2)', ... 
  'SgO',[num2str(Sgo) '*1000 [m^2/kg]'],... 
  'psi',num2str(psi),... 
  'MC','0.85*20*(1e-3)*(2.956988/4.144583)/(0.1016*pi*(0.0115951^2 - 

0.00635^2)) [kg/m^3]', ... apparent density 
  'emf','0.48', ... 
  'efix','0.4', ... 
  'inletflow','15/60000000', ... 
  'XCO2in','1', ... 
  'n','2 [A/mol]', ... 
  'F','96485', ... 
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  'dP','155e-6 [m]', ... 
  'Kemulsion','(dP^2)*(efix^3)/(150*(1-efix)^2) [m^2]', ... 
  ... COLLISION INTEGRAL CONSTANTS (SEE FOOTNOTE TO TABLE E.2 IN 

BIRD/STEWART/LIGHTFOOT TRANSPORT PHENOMENA V.2002) 
  'AD','1.06036', ... Terms AD to HD used for diffusion calculation 

(collision integral terms: omega term Od..see table E.2 from 

bird/lightfoot) 
  'BD','0.1561', ... 
  'CD','0.193', ... 
  'DD','0.47635', ... 
  'ED','1.03587', ... 
  'FD','1.52996', ... 
  'GD','1.76474', ... 
  'HD','3.89411', ... 
  'Amu','1.16145', ... Terms Amu-Fmu used for viscocity determination 

(viscocity/thermal cond: collision integral: again table E.2) 
  'Bmu','0.14874', ... 
  'Cmu','0.52487', ... 
  'Dmu','0.7732', ... 
  'Emu','2.16178', ... 
  'Fmu','2.43787', ... 
  ... GAS PARAMETERS 
  'MWCO','28.010', ... Gas molecular weights 
  'MWCO2','44.010', ... 
  'MWO2','31.999',... 
  'MWN2','28.013',... 
  'MWH2','2.016',... 
  'MWH2O','1.00794*2+15.9994',... 
  'MWAr','39.948',... 
  'eCO','110', ... characteristic energy/K_b (table E.1 from lightfoot) 
  'eCO2','190', ... 
  'eH2','38',... 
  'eAr','122.4',... 
  'eO2','113',... 
  'eN2','99.8',... 
  'eH2O','180',...  
  'sigCO','3.59e-10 [m]', ... collision diameter (Table E.1 from 

lightfoot) 
  'sigCO2','3.996e-10 [m]', ... 
  'sigH2','2.915e-10 [m]',... 
  'sigAr','3.432e-10 [m]',... 
  'sigO2','3.433e-10 [m]',... 
  'sigN2','3.667e-10 [m]',... 
  'sigH2O','4e-10 [m]',... 
  ... MORE PARAMETERS 
  'AV','1.3*Sg*MC', ... 
  'Na','6.02e26', ... 
  'kB','1.380658e-23 [J/K]', ... 
  'tortuosity','(2^0.5)', ... 
  'unu',num2str(unu), ... 
  'rt',num2str(ro-.0001),... 
  'V_desired',num2str(V), ... 
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  'I_guess',num2str(I_guess), ... 
  'E_o',num2str(OCV), ... UPDATE THIS TO BE BASED ON EQUILIBRIUM 

VALUES! 
  ... Electrolyte parameters 
  'elec_cond',[num2str(S_e) ' [1/(ohm*m)]'], ... SHOULD BE 10 

[1/(ohm*m)] 
  't_elec',[num2str(t_e) ' [m]'], ... 
  ... Electrode parameters 
  'A_a','2.5e2*100*100*50 [A/m^2]', ... 
  'E_a','132000 [J/mol]', ... 
  'alpha_a','.48', ... 
  'A_c','5.1e4*100*100*5 [A/m^2]', ... 
  'E_c','189000 [J/mol]', ... 
  'alpha_c','.46',... 
  'Tafel_Approximation',num2str(Tafel),... 
  ... GEOMETRY VARS 
  'A_anode',[num2str(r_electrolyzer) '^2*pi'],... 
  'r_anode',num2str(r_electrolyzer)}; 

  

  
if r_electrolyzer == ro 
    opt=1; 
else 
    opt=2; 
end 
%% Geometry 
switch opt 
    case 1 % If ro is the same as r_electrolyzer, do some tricks so we 

dont define a square with 0 thickness 
        g1=rect2(r_electrolyzer/2,h_total,'base','corner','pos',[0,0]); 
        

g2=rect2(r_electrolyzer/2,h_total,'base','corner','pos',[r_electrolyzer

/2,0]); 
    case 2 
        g1=rect2(r_electrolyzer,h_total,'base','corner','pos',[0,0]); 
        g2=rect2(ro-

r_electrolyzer,h_total,'base','corner','pos',[r_electrolyzer,0]); 
end 
g3=rect2(ro,ro/4,'base','corner','pos',[0 -ro/4]); 

  

  
% Analyzed geometry 
clear s 
s.objs={g1,g2,g3}; 
s.name={'R1','R2','R3'}; 
s.tags={'g1','g2','g3'}; 

  
fem.draw=struct('s',s); 
fem.geom=geomcsg(fem); 

  
% Initialize mesh 
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fem.mesh=meshinit(fem, ... 
                  'hauto',5); 

  

  
for i=1:refine 
    % Refine mesh 
    fem.mesh=meshrefine(fem, ... 
                        'mcase',0, ... 
                        'rmethod','regular'); 
end 

  
% (Default values are not included) 

  

  

  
% Application mode 1 
clear appl 
appl.mode.class = 'DarcysLaw'; 
appl.mode.type = 'axi'; 
appl.module = 'CHEM'; 
appl.assignsuffix = '_chdl'; 
clear prop 
prop.analysis='static'; 
appl.prop = prop; 
clear bnd 
bnd.p0 = {0,0,0,num2str(P_out),0}; 
bnd.N = {0,0,'(I/(n*F))*(MWCO2-MWCO)*0.001/(p*MWmix/(R*T))',0,0}; 
bnd.type = {'cont','ax','N','P','N0'}; 
bnd.ind = [1,1,2,3,4,1,3,4,1,5]; 
appl.bnd = bnd; 
clear equ 
equ.eta = {3e-5,'mumix'}; 
equ.F = {0,'darsource'}; 
equ.init = {num2str(P_out),num2str(P_out)}; 
equ.k = {1e-9,'Kemulsion'}; 
equ.usage = {0,1}; 
equ.rho = {1,'(p*MWmix/(R*T))'}; 
equ.ind = [1,2,2]; 
appl.equ = equ; 
fem.appl{1} = appl; 

  
% Application mode 2 
clear appl 
appl.mode.class = 'ConvDiff'; 
appl.mode.type = 'axi'; 
appl.dim = {'lncCOe'}; 
appl.module = 'CHEM'; 
appl.assignsuffix = '_chcd'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
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weakconstr.value = 'off'; 
weakconstr.dim = {'lm2'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 
bnd.N = {0,0,'-I/(n*F)',0,0}; 
bnd.type = {'cont','ax','N','Nc','N0'}; 
bnd.ind = [1,1,2,3,4,1,3,4,1,5]; 
appl.bnd = bnd; 
clear equ 
equ.D = {1,'exp(lncCOe)*efix*DCOCO2/tortuosity'}; 
equ.init = {0,['log(' num2str(XCOe_guess) '*' num2str(P_out) 

'/(R*T))']}; 
equ.v = {0,'exp(lncCOe)*v_chdl'}; 
equ.u = {0,'exp(lncCOe)*u_chdl'}; 
equ.R = {0,'-2*CO2source'}; 
equ.usage = {0,1}; 
equ.ind = [1,2,2]; 
appl.equ = equ; 
fem.appl{2} = appl; 

  
% Application mode 3 
clear appl 
appl.mode.class = 'ConvDiff'; 
appl.mode.type = 'axi'; 
appl.dim = {'cH2Oe'}; 
appl.name = 'chcd2'; 
appl.module = 'CHEM'; 
appl.sshape = 2; 
appl.assignsuffix = '_chcd2'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm3'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 
bnd.c0 = {0,0,0,0,['0.9*' num2str(P_out) '/(R*T)']}; % SET INITIAL 

CONCENTRATION HERE 
bnd.N = {0,0,'-I/(n*F)',0,0}; % CURRENT BOUNDARY CONDITION GOES HERE 
bnd.type = {'N0','cont','N','ax','C'}; 
bnd.ind = [4,5,2,3,2,2,3,2,1,2]; 
appl.bnd = bnd; 
clear equ 
equ.D = {'DH2OH2',1}; % Diffusion coefficient 
equ.init = {['0.9*' num2str(P_out) '/(R*T)'],0}; 
equ.u = {'u_cathode',0}; % THESE SHOULD BE U_CATHODE AND V_CATHODE IF 

APP4 IS USED...CHANGE THESE TO CONSTANTS THAT ARE ADDED IF NEEDED 
equ.v = {'v_cathode',0}; 
equ.usage = {1,0}; 
equ.ind = [1,2,2]; 
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appl.equ = equ; 
fem.appl{3} = appl; 

  

  

  
% Application mode 4 
clear appl 
appl.mode.class = 'FlConvCond'; 
appl.mode.type = 'axi'; 
appl.dim = {'Ta'}; 
appl.sshape = 2; 
appl.assignsuffix = '_cc'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm4'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 

  
bnd.q0 = {0,0,'Steam_Anode(I,Ta) + (I * (t_elec / elec_cond)^2) + (Tc-

Ta)*k_YSZ/t_elec',0,0}; 
bnd.type = {'T','ax','q','qc','q0'}; 
bnd.ind = [1,1,2,3,4,1,3,4,1,5]; 

  
appl.bnd = bnd; 
clear equ 
equ.C = 'cpmix';            % J/kg K 
equ.gamma = '1.195*XCO2e+1.4*XCOe';  % based on measured values of CO2 

(more degrees of freedom) and ideal CO 
equ.Q = {0,'Anode(CO2source,Ta)'};  % W/m^3 
equ.rho = '(p*MWmix/(R*Ta))';         % kg/m^3 
equ.init = num2str(T); 
equ.k = {0,'keff(T,efix,MC/(1-efix),kmix,dP,emissivity)'};          % 

W/mK  
equ.v = 'v_chdl';        % m/s 
equ.u = 'u_chdl';        % m/s 
equ.usage = {0,1}; 
equ.ind = [1,2,2]; 
appl.equ = equ; 
fem.appl{4} = appl; 

  

  
% Application mode 5 
clear appl 
appl.mode.class = 'FlConvCond'; 
appl.mode.type = 'axi'; 
appl.dim = {'Tc'}; 
appl.sshape = 2; 
appl.assignsuffix = '_cc2'; 
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clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = {'lm4'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
clear bnd 

  
bnd.ind = [4,5,2,3,2,2,3,2,1,2]; 
bnd.type = {'q0','T','q','ax','T'}; 
bnd.T = {0,1173,0,0,num2str(T)}; 
bnd.q0 = {0,0,'(Ta-Tc)*k_YSZ/t_elec',0,0}; % inward W/m^2 

  
appl.bnd = bnd; 
clear equ 
equ.C = 'cpmix';            % J/kg K 
equ.gamma = '1.4';   % Based on measured values for O2 and N2 (near 

ideal gas) 
equ.Q = 0;  % W/m^3 
equ.rho = '(p_cathode*MWmix/(R*Tc))';         % kg/m^3 
equ.init = num2str(T); 
equ.k = 'kmix';          % W/mK 
equ.u = {'u_cathode',0};  
equ.v = {'v_cathode',0}; 
equ.usage = {1,0}; 
equ.ind = [1,2,2]; 
appl.equ = equ; 
fem.appl{5} = appl; 

  

  
% Application mode 6 
clear appl 
appl.mode.class = 'NavierStokes'; 
appl.mode.type = 'axi'; 
appl.dim = 

{'u_cathode','v_cathode','w','p_cathode','logk','logd','logw', ... 
  'phi','psi','nrw','nzw'}; 
appl.module = 'CHEM'; 
appl.gporder = {4,2}; 
appl.cporder = {2,1}; 
appl.sshape = 2; 
appl.assignsuffix = '_chns'; 
clear prop 
prop.analysis='static'; 
clear weakconstr 
weakconstr.value = 'off'; 
weakconstr.dim = 

{'lm4','lm5','lm6','lm7','lm8','lm9','lm10','lm11','lm12'}; 
prop.weakconstr = weakconstr; 
appl.prop = prop; 
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clear bnd 
bnd.symtype = {'ax','sym','sym','sym','sym'}; 
bnd.type = {'sym','open','int','inlet','sym'}; 
bnd.f0 = {0,num2str(P_out),0,0,0}; 
bnd.U0in = {1,1,1,'(-I/(2*n*F))*(MWO2)*0.001/(p_cathode*MWmix/(R*T))', 

... 
  1}; 
bnd.ind = [1,2,3,4,3,3,4,3,5,3]; 
appl.bnd = bnd; 
clear equ 
equ.eta = {'mumix',1}; % VISCOCITY IS HERE 
equ.gporder = {{1;1;2}}; 
equ.rho = {'p_cathode*MWmix/(R*T)',1}; % DENSITY OF FLUID HERE 
equ.cporder = {{1;1;2}}; 
equ.init = {{0;0;0;num2str(P_out);0;0;0;0;0;0;0}, ... % SET INITAL 

PRESSURE (GUESS) 
  0}; 
equ.usage = {1,0}; 
equ.ind = [1,2,2]; 
appl.equ = equ; 
fem.appl{6} = appl; 

  

  
fem.sdim = {'r','z'}; 
fem.frame = {'ref'}; 
fem.border = 1; 
fem.outform = 'general'; 
clear units; 
units.basesystem = 'SI'; 
fem.units = units; 

  
% Boundary settings 
clear bnd 
bnd.ind = [1,1,1,2,1,1,2,1,1,1]; 
bnd.dim = {'p','lncCOe','cO2e','Ta','Tc','p_cathode'}; 

  
%% Boundary expressions 
bnd.expr = {'uau',{'','0.5*inletflow/(pi*quad(x*(-

0.0015875+x)^unu,x,0.0015875,0.0115951,1e-06))'}, ... 
  

'I',{'','findIH2O(V_desired,E_o,p*XCOe,p*XCO2e,p_cathode*XH2e,p_cathode

*XH2Oe,elec_cond,t_elec,T,A_a,E_a,alpha_a,A_c,E_c,alpha_c,Tafel_Approxi

mation,I_guess)'}}; 
fem.bnd = bnd; 

  
%% Subdomain expressions 
quadcalck2=quad(@(x)k2quad(x,T,sigma(3),E(3)),0,1e6); 
quadcalck4r=quad(@(x)k4rquad(x,T,sigma(6),E(6)),0,1e6); 
equ.expr = {... 
      'mumix',{'XH2Oe*muH2O/(XH2Oe*1+XH2e*PHIH2OH2) + 

XH2e*muH2/(XH2e*1+XH2Oe*PHIH2H2O)','XCOe*muCO/(XCOe*1+XCO2e*PHICOCO2) + 
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XCO2e*muCO2/(XCO2e*1+XCOe*PHICO2CO)'}, ... Micture model from eq 1.4-15 

in lightfoot (pg 27) 
      

'MWmix',{'(XH2Oe*MWH2O+XH2e*MWH2)/1000','(XCO2e*MWCO2+XCOe*MWCO)/1000'}

,... 
      'kmix',{'XH2Oe*kH2O/(XH2Oe*1+XH2e*PHIH2OH2) + 

XH2e*kH2/(XH2e*1+XH2Oe*PHIH2H2O)','XCOe*kCO/(XCOe*1+XCO2e*PHICOCO2) + 

XCO2e*kCO2/(XCO2e*1+XCOe*PHICO2CO)'},... Lightfoot 9.3-17 
      

'cpmix',{'XH2Oe*CpH2O/MWH2O*1000+XH2e*CpH2/MWH2*1000','XCOe*CpCO/MWCO*1

000+XCO2e*CpCO2/MWCO2*1000'},...  
      'X_reactant',{'XH2Oe','XCOe'},... 
      'X_product',{'XH2e','XCO2e'},... 
      'XCO2e',{'','cCO2e/(p/(R*T))'}, ... 
      'XCOe',{'','1-XCO2e'}, ... 
      'cCO2e',{'','p/(R*T) - cCOe'},... 
      'cCOe',{'','exp(lncCOe)'},... 
      'Ak',{'','k1f*cCO2e'}, ... 
      'Bk',{'','Ak+k1r*cCOe+k2'}, ... 
      'T',{'Tc','Ta'},... 
      'Ck',{'','k4f*cCOe'}, ... 
      'Dk',{'','Ck+k4r+k5*cCO2e'}, ... 
      'Oo',{'','(Ak/Bk - Ak*Ck/(Bk*Dk))/(1 - Ak*Ck/(Bk*Dk))'}, ... 
      'Oco',{'','(Ck/Dk - Ak*Ck/(Bk*Dk))/(1 - Ak*Ck/(Bk*Dk))'}, ... 
      'Of',{'','1-Oo-Oco'}, ... 
      'darsource',{'','(k1f*cCO2e*Of*S-k1r*cCOe*Oo*S-

k5*cCOe*Oco*S)*AV*0.001*(MWCO-MWCO2) + k2*Oo*S*AV*0.001*MWCO + 

(k4r*Oco*S - k4f*cCOe*Of*S)*AV*0.001*MWCO + 

k3*cCO2e*Oo*S*AV*0.001*(2*MWCO-MWCO2)'}, ... 
      'COsource',{'','(k1f*cCO2e*S*Of-k1r*cCOe*S*Oo)*AV + k2*S*Oo*AV + 

2*k3*cCO2e*S*Oo*AV +k4r*S*Oco*AV - k4f*cCOe*S*Of*AV - 

k5*cCOe*S*Oco*AV'}, ... 
      'CO2source',{'','k5*cCOe*S*Oco*AV + k1r*cCOe*S*Oo*AV - 

k3*cCO2e*S*Oo*AV - k1f*cCO2e*S*Of*AV'}, ... 
      'YCO2e',{'','(XCO2e*MWCO2)/(XCO2e*MWCO2+XCOe*MWCO)'}, ... 
      'YCOe',{'','1-YCO2e'}, ... 
      'k2',{'',num2str(quadcalck2)}, ... 
      'k4r',{'',num2str(quadcalck4r)},... 
      'XH2Oe',{'cH2Oe/(p_cathode/(R*T))',''},... 
      'XH2e',{'1-XH2Oe',''},... 
      'cH2e',{'p_cathode/(R*T) - cH2Oe',''},... 
      'YH2Oe',{'(XH2Oe*MWH2O)/(XH2Oe*MWH2O+XH2e*MWH2)',''},... 
      'YH2e',{'1-YH2Oe',''},... 
      ... BROUGHT DOWN FROM CONSTANT DUE TO NON-CONSTANT T 
      'k1f',{'','A1f*exp(-E1f/(R*T))'}, ... 
      'k1r',{'','A1r*exp(-E1r/(R*T))'}, ... 
      'k3',{'','A3*exp(-E3/(R*T))'}, ... 
      'k4f',{'','A4f*exp(-E4f/(R*T))'}, ... 
      'k5',{'','A5*exp(-E5/(R*T))'}, ... 
      'CpCO',{'','25.56759+6.096130*(T/1000)+4.054656*(T/1000)^2-

2.671301*(T/1000)^3+0.131021*(T/1000)^(-2)'},... ALL heat capacity in 

J/(mol*K): Data from NIST online chemistry webbook 
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      'CpCO2',{'','24.99735+55.18696*(T/1000)-

33.69137*(T/1000)^2+7.948387*(T/1000)^3-0.136638*(T/1000)^(-2)'},... 

Note that NIST has 2 equations that split our temperature range...I 

chose the lesser, but a comparison between the 2 shows less than 0.6% 

disagreement over our range of interest 
      'CpH2',{'18.563083+12.257357*(T/1000)-

2.859786*(T/1000)^2+0.268238*(T/1000)^3+1.97799*(T/1000)^(-2)',''},... 
      'CpAr',{'','20.786+2.825911e-7*(T/1000)-1.464191e-

7*(T/1000)^2+1.092131e-8*(T/1000)^3-3.661371e-8*(T/1000)^(-2)'},... 
      'CpO2',{'30.03235+8.772872*(T/1000)-

3.988133*(T/1000)^2+0.788313*(T/1000)^3-0.741599*(T/1000)^(-2)',''},... 
      'CpN2',{'19.50583+19.88705*(T/1000)-

8.598535*(T/1000)^2+1.369784*(T/1000)^3+0.527601*(T/1000)^(-2)',''},... 
      'CpH2O',{'30.092+6.832514*(T/1000)+6.793435*(T/1000)^2-

2.534480*(T/1000)^3+0.082139*(T/1000)^(-2)',''},... 
      

'Omu_CO',{'','Amu/((T/eCO)^Bmu)+Cmu/(exp((T/eCO)*Dmu))+Emu/(exp((T/eCO)

*Fmu))'}, ... Collision integral for viscocity and thermal conductivity  
      'muCO',{'',['(5/16)*(' num2str(P_out) 

'*MWCO/(1000*R*T))*((pi*kB*T*Na/MWCO)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigCO^2*Omu_CO)']}, ... viscocity 
      'kCO',{'','(CpCO+5/4*R)*(1000/MWCO)*muCO'},... Page 276 in 

Lightfoot (polyatomic gas) 
      

'Omu_CO2',{'','Amu/((T/eCO2)^Bmu)+Cmu/(exp((T/eCO2)*Dmu))+Emu/(exp((T/e

CO2)*Fmu))'}, ... Collision integral for viscocity and thermal 

conductivity  
      'muCO2',{'',['(5/16)*(' num2str(P_out) 

'*MWCO2/(1000*R*T))*((pi*kB*T*Na/MWCO2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigCO2^2*Omu_CO2)']}, ... viscocity 
      'kCO2',{'','(CpCO2+5/4*R)*(1000/MWCO2)*muCO2'},... Page 276 in 

Lightfoot (polyatomic gas) 
      

'Omu_H2',{'Amu/((T/eH2)^Bmu)+Cmu/(exp((T/eH2)*Dmu))+Emu/(exp((T/eH2)*Fm

u))',''}, ... Collision integral for viscocity and thermal conductivity  
      'muH2',{['(5/16)*(' num2str(P_out) 

'*MWH2/(1000*R*T))*((pi*kB*T*Na/MWH2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigH2^2*Omu_H2)'],''}, ... viscocity 
      'kH2',{'(CpH2+5/4*R)*(1000/MWH2)*muH2',''},... Page 276 in 

Lightfoot (polyatomic gas) 
      

'Omu_Ar',{'Amu/((T/eAr)^Bmu)+Cmu/(exp((T/eAr)*Dmu))+Emu/(exp((T/eAr)*Fm

u))',''}, ... Collision integral for viscocity and thermal conductivity  
      'muAr',{['(5/16)*(' num2str(P_out) 

'*MWAr/(1000*R*T))*((pi*kB*T*Na/MWAr)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigAr^2*Omu_Ar)'],''}, ... viscocity 
      'kAr',{'(15/4*R)*(1000/MWAr)*muAr',''},... Page 276 in Lightfoot 

(monatomic gas) 
      

'Omu_O2',{'Amu/((T/eO2)^Bmu)+Cmu/(exp((T/eO2)*Dmu))+Emu/(exp((T/eO2)*Fm

u))',''}, ... Collision integral for viscocity and thermal conductivity  
      'muO2',{['(5/16)*(' num2str(P_out) 
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'*MWO2/(1000*R*T))*((pi*kB*T*Na/MWO2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigO2^2*Omu_O2)'],''}, ... viscocity 
      'kO2',{'(CpO2+5/4*R)*(1000/MWO2)*muO2',''},... Page 276 in 

Lightfoot (polyatomic gas) 
      

'Omu_N2',{'Amu/((T/eN2)^Bmu)+Cmu/(exp((T/eN2)*Dmu))+Emu/(exp((T/eN2)*Fm

u))',''}, ... Collision integral for viscocity and thermal conductivity  
      'muN2',{['(5/16)*(' num2str(P_out) 

'*MWN2/(1000*R*T))*((pi*kB*T*Na/MWN2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigN2^2*Omu_N2)'],''}, ... viscocity 
      'kN2',{'(CpN2+5/4*R)*(1000/MWN2)*muN2',''},... Page 276 in 

Lightfoot (polyatomic gas) 
      

'Omu_H2O',{'Amu/((T/eH2O)^Bmu)+Cmu/(exp((T/eH2O)*Dmu))+Emu/(exp((T/eH2O

)*Fmu))',''}, ... Collision integral for viscocity and thermal 

conductivity  
      'muH2O',{['(5/16)*(' num2str(P_out) 

'*MWH2O/(1000*R*T))*((pi*kB*T*Na/MWH2O)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigH2O^2*Omu_H2O)'],''}, ... viscocity 
      'kH2O',{'(CpH2O+5/4*R)*(1000/MWH2O)*muH2O',''},... Page 276 in 

Lightfoot (polyatomic gas) 
      ... BINARY PAIR: CO-CO2  
      'MWCOCO2',{'','2*((1/MWCO+1/MWCO2)^-1)/Na'}, ... Combined 

molecular weights 
      'sigCOCO2',{'','0.5*(sigCO+sigCO2)'}, ... lennard-jones 

parameters 
      'eCOCO2',{'','(eCO*eCO2)^0.5'},... 
      'Tstar_COCO2',{'','T/eCOCO2'}, ... 
      

'Od_COCO2',{'','AD/(Tstar_COCO2^BD)+CD/(exp(Tstar_COCO2*DD))+ED/(exp(Ts

tar_COCO2*FD))+GD/(exp(Tstar_COCO2*HD))'}, ... Collision integral for 

diffusion (Omega parameter) 
      'DCOCO2',{'',['(3/16)*((4*pi*kB*T/MWCOCO2)^0.5)/((' 

num2str(P_out) '*Na/(1000*R*T))*pi*sigCOCO2^2*Od_COCO2)']}, ... binary 

diffusion coefficient (chapman-anskog theory, pg 526 in lightfoot) 
      'PHICOCO2',{'','((1/8)^0.5)*((1+MWCO/MWCO2)^-

0.5)*(1+((muCO/muCO2)^0.5)*((MWCO2/MWCO)^0.25))^2'}, ... 
      'PHICO2CO',{'','((1/8)^0.5)*((1+MWCO2/MWCO)^-

0.5)*(1+((muCO2/muCO)^0.5)*((MWCO/MWCO2)^0.25))^2'}, ... 
      ... BINARY PAIR: H2O-H2    Update due to Polar Molecule!! 
      'MWH2OH2',{'2*((1/MWH2O+1/MWH2)^-1)/Na',''}, ... Combined 

molecular weights 
      'sigH2OH2',{'0.5*(sigH2O+sigH2)',''}, ... lennard-jones 

parameters 
      'eH2OH2',{'(eH2O*eH2)^0.5',''},... 
      'Tstar_H2OH2',{'T/eH2OH2',''}, ... 
      

'Od_H2OH2',{'AD/(Tstar_H2OH2^BD)+CD/(exp(Tstar_H2OH2*DD))+ED/(exp(Tstar

_H2OH2*FD))+GD/(exp(Tstar_H2OH2*HD))',''}, ... Collision integral for 

diffusion (Omega parameter) 
      'DH2OH2',{['(3/16)*((4*pi*kB*T/MWH2OH2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigH2OH2^2*Od_H2OH2)'],''}, ... binary diffusion 
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coefficient (chapman-anskog theory, pg 526 in lightfoot) 
      'PHIH2OH2',{'((1/8)^0.5)*((1+MWH2O/MWH2)^-

0.5)*(1+((muH2O/muH2)^0.5)*((MWH2/MWH2O)^0.25))^2',''}, ... 
      'PHIH2H2O',{'((1/8)^0.5)*((1+MWH2/MWH2O)^-

0.5)*(1+((muH2/muH2O)^0.5)*((MWH2O/MWH2)^0.25))^2',''} ... 
      ... BINARY PAIR: O2-N2 
      ...'MWO2N2',{'2*((1/MWO2+1/MWN2)^-1)/Na',''}, ... Combined 

molecular weights 
      ...'sigO2N2',{'0.5*(sigO2+sigN2)',''}, ... lennard-jones 

parameters 
      ...'eO2N2',{'(eN2*eO2)^0.5',''},... 
      ...'Tstar_O2N2',{'T/eO2N2',''}, ... 
      

...'Od_O2N2',{'AD/(Tstar_O2N2^BD)+CD/(exp(Tstar_O2N2*DD))+ED/(exp(Tstar

_O2N2*FD))+GD/(exp(Tstar_O2N2*HD))',''}, ... Collision integral for 

diffusion (Omega parameter) 
      ...'DO2N2',{['(3/16)*((4*pi*kB*T/MWO2N2)^0.5)/((' num2str(P_out) 

'*Na/(1000*R*T))*pi*sigO2N2^2*Od_O2N2)'],''}, ... binary diffusion 

coefficient (chapman-anskog theory, pg 526 in lightfoot) 
      ...'PHIO2N2',{'((1/8)^0.5)*((1+MWO2/MWN2)^-

0.5)*(1+((muO2/muN2)^0.5)*((MWN2/MWO2)^0.25))^2',''}, ... 
      ...'PHIN2O2',{'((1/8)^0.5)*((1+MWN2/MWO2)^-

0.5)*(1+((muN2/muO2)^0.5)*((MWO2/MWN2)^0.25))^2',''} 
    }; 
fem.equ = equ; 

  
%% Scalar expressions 
fem.expr = {'test_expression','1'... 
  }; 

  
% Descriptions 
clear descr 
descr.expr= {'COsource','mol/m3s for species','MWmix','kg/mole 

mixture','XCOe','bubble mole fraction','darsource','kg/m3s source for 

Darcy EQ','Oo','adsorbed O fraction','mumix','bubble phase mix 

viscosity','CO2source','mol/m3s for specie','Of','free site 

fraction','XCO2e','bubble mole fraction','Oco','adsorbed CO fraction'}; 
fem.descr = descr; 

  
% Descriptions 
descr = fem.descr; 
descr.const= {'F','Faradays 

constant','A3','********','A5','********','Sg','m2/g','E5','********','

E1f','J/mol','I','A/m2 current density at anode-bed 

interface','PHICOCO2','viscosity coefficient','muCO','kg/ms','T','K, 

Temperature','Kemulsion','Emulsion phase 

permeability','XCO2in','fraction CO2 in inlet stream','MWCO','g/mol, 

molecular mass CO','S','molesites/m2','E3','********','R','J/molK, 

universal gas constant','DCOCO2','m2/s,binary 

diffusivity','MC','gramskg','Na','molecules/kmol','PHICO2CO','viscosity 

coefficient','sigCOCO2','angstroms','MWCO2','g/mol, molecular mass 

CO2','inletflow','m^3/s STP of 
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inflow','A4f','********','sigCO2','angstroms','AV','m2/m3 area to 

volume ratio','Volume','m3 bed rest volume','unu','velocity 

order','Acs','m2, cross section area','n','electrons per CO 

oxidation','tortuosity','random path','Omu','vicosity collision 

integral O(1)','muCO2','kg/ms','E4f','********','AD','collision 

integral constant','dP','particle size','E1r','J/mol','eCO','molec 

theory hirschfelder','Od','diffusion collision integral 

O(1)','rt','tophat cutoff','emf','porosity at min 

fluidization','efix','porosity of packed  

bed','sigCO','angstroms','kB','J/moleculeK,boltzmann','MWCOCO2','g/mole

'}; 
fem.descr = descr; 

  
% Coupling variable elements 
clear elemcpl 
% Integration coupling variables 
clear elem 
elem.elem = 'elcplscalar'; 
elem.g = {'1'}; 
src = cell(1,1); 
clear bnd 
bnd.expr = {{{},'I'}}; 
bnd.ipoints = {{{},'4'}}; 
bnd.frame = {{{},'ref'}}; 
bnd.ind = {{'1','2','3','5','6','8','9','10'},{'4','7'}}; 
src{1} = {{},bnd,{}}; 
elem.src = src; 
geomdim = cell(1,1); 
geomdim{1} = {}; 
elem.geomdim = geomdim; 
elem.var = {'I_tot'}; 
elem.global = {'1'}; 
elemcpl{1} = elem; 
fem.elemcpl = elemcpl; 

  
% ODE Settings 
clear ode 
clear units; 
units.basesystem = 'SI'; 
ode.units = units; 
fem.ode=ode; 

  
% Multiphysics 
fem=multiphysics(fem); 

  

  
% Extend mesh 
fem.xmesh=meshextend(fem); 

  
% Evaluate initial value using current solution 
init = asseminit(fem,'blocksize','auto'); 
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init = asseminit(fem,'u',init,'blocksize','auto'); 

  
% Solve problem 
fem.sol=femstatic(fem, ... 
                  'init',init, ... 
                  

'solcomp',{'Ta','cH2Oe','Tc','p','lncCOe','p_cathode'}, ... 
                  

'outcomp',{'cH2Oe','Ta','Tc','p','lncCOe','p_cathode'}, ... 
                  'blocksize','auto', ... 
                  

'seggrps',{{'segcomp',{'cH2Oe','p','lncCOe','p_cathode'},'ntol',1e-

3},{'segcomp',{'Ta','Tc'},'ntol',1e-3}}, ... 
                  'llimitdof',{}, ... 
                  'llimitval',[], ... 
                  'segorder',[1 2], ... 
                  'subinitstep',[1.0 1.0], ... 
                  'subdtech',{'const','const'}, ... 
                  'subrstep',[10.0 10.0], ... 
                  'subiter',[1 1], ... 
                  'subdamp',[0.5 0.5], ... 
                  'subjtech',{'onevery','onevery'}, ... 
                  'subntol',[1.0E-2 1.0E-2], ... 
                  'subminstep',[1.0E-4 1.0E-4], ... 
                  'maxsubiter',[20 20], ... 
                  'subterm',{'iter','iter'}); 

  

  

  
% Save current fem structure for restart purposes 

  

  
% Produce a mesh within the domain of the bed 
% UPDATE THIS TO ALSO RETURN CATHODE PARAMETERS! 
% UPDATE TO OUTPUT THE CURRENT DENSITY DISTIBUTION! 
[r,z] = meshgrid(0:ro/100:ro,0:h_total/100:h_total); 
p = [r(:)';z(:)']; 
cCOe = postinterp(fem,'cCOe',p); 
cCOe = reshape(cCOe,size(r)); 
cCO2e = postinterp(fem,'cCO2e',p); 
cCO2e = reshape(cCO2e,size(r)); 
XCOe = postinterp(fem,'XCOe',p); 
XCOe = reshape(XCOe,size(r)); 
YCOe = postinterp(fem,'YCOe',p); 
T = postinterp(fem,'T',p); 
YCOe = reshape(YCOe,size(r)); 
Results.CO=cCOe; 
Results.CO2=cCO2e; 
Results.xCO=XCOe; 
Results.yCO=YCOe; 
Results.r=r; 
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Results.z=z; 
Results.Ta=T; 

  
[r,z] = meshgrid(0:ro/100:ro,(-ro/4):ro/100:0); 
p = [r(:)';z(:)']; 
cCOe = postinterp(fem,'cH2Oe',p); 
T = postinterp(fem,'T',p); 
cCOe = reshape(cCOe,size(r)); 
XCOe = postinterp(fem,'XH2Oe',p); 
XCOe = reshape(XCOe,size(r)); 
Results.H2O=cCOe; 
Results.xH2O=XCOe; 
Results.rc=r; 
Results.Tc=T; 
Results.zc=z; 

  
Results.V=V; 

  
% Find X_CO at exit 
Results.xCO_out=postint(fem,['2*pi*r*(XCOe/(' num2str(ro) '^2*pi))'], 

... 
           'unit','m^2', ... 
           'recover','off', ... 
           'dl',[5,8], ... 
           'edim',1); 

        
Results.T_anode=postint(fem,['2*pi*r*(T/(' num2str(ro) '^2*pi))'], ... 
           'unit','K', ... 
           'recover','off', ... 
           'dl',[5,8], ... 
           'edim',1); 
Results.T_cathode=postint(fem,['2*pi*r*(T/(' num2str(ro) '^2*pi))'], 

... 
           'unit','K', ... 
           'recover','off', ... 
           'dl',[2], ... 
           'edim',1); 

        
% Integrate 
Results.I=postint(fem,'2*pi*r*(I)*1000', ... mA 
           'unit','', ... 
           'recover','off', ... 
           'dl',[4,7], ... 
           'edim',1); 
Results.I_density=postint(fem,'2*pi*r*(I)/A_anode/10', ... mA/cm^2 
           'unit','', ... 
           'recover','off', ... 
           'dl',[4,7], ... 
           'edim',1); 

  
if ~plotit 
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    return; 
end 

  
%% Produce Comsol Plots....only does this if 'plot' input is set 
% Plot solution 
 % 2D CO concentration plot of the bed 
figure 
 postplot(fem, ... 
         'tridata',{'cCOe','cont','internal','unit','mol/m^3'}, ... 
         'trimap','Rainbow', ... 
         'title','Surface: cCOe [mol/m^3]', ... 
         'axis',[-0.09452299461110725,0.1061180947755207,-

0.008405567973916414,0.11000556674606073]); 
figure 
% Plot in cross-section or along domain 
 % This plot is CO concentration along centerline of the bed 
postcrossplot(fem,1,[1], ... 
              'lindata','cCOe', ... 
              'cont','internal', ... 
              'title','cCOe [mol/m^3]', ... 
              'axislabel',{'Arc-length','cCOe [mol/m^3]'}, ... 
              'refine','auto'); 
figure           
% Plot in cross-section or along domain 
 % This plot is CO concentration along outer edge of the bed 
postcrossplot(fem,1,[7], ... 
              'lindata','cCOe', ... 
              'cont','internal', ... 
              'linxdata','z', ... 
              'title','cCOe [mol/m^3]', ... 
              'axislabel',{'z','cCOe [mol/m^3]'}, ... 
              'refine','auto'); 

 

D.4. Model Support Functions 

The functions in the following sections are utilized by the model function above 

and are required for their operation.  A brief description of each is included before the 

source code. 

D.4.1. FindI.m 

This function is a portion of the electrochemistry module for ACFC models.  It 

takes as inputs the concentration profile of reactants and products, as well as system 
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temperature and cell voltage, and computes the current density for the given conditions. 

function I = 

FindI(E_desired_in,E_o_in,p_CO,p_CO2,p_O2,elec_cond_in,t_in,T_in,A_a_in

,E_a_in,alpha_a_in,A_c_in,E_c_in,alpha_c_in,Tafel_Approximation,I_guess

_in) 
% Function will solve for the local current density that gives you the 
% desired voltage output based on the following parameters: 
% E_desired: Desired voltage for cell, V 
% E_o: gibbs free energy / n F voltage 
% p_CO: partial pressure of CO at anode (Pa) 
% p_CO2: partial pressure of CO2 at anode (Pa) 
% p_O2: partial pressure of O2 at cathode (Pa) 
% elec_cond: Electrical conductivity of the electrolyte (1/ohm m) 
% t: thickness of electrolyte (m) 
% T: Temperature (K) 
% A_a: anode Arrhenius parameter for exchange current density (A/m^2) 
% E_a: anode activation energy for exchange current density (J/mol) 
% alpha_a: charge transer coefficient for anode 
% A_c: cathode Arrhenius parameter for exchange current density (A/m^2) 
% E_c: cathode activation energy for exchange current density (J/mol) 
% alpha_c: charge transer coefficient for cathode 
% Tafel_Approximation: A flag (1 or 0) to tell the code whether to use 

the 
%                      tafel approximation or not (introduces ~1% error  
%                      for 5-6x speed increase) 
% I_guess_in: A guess to use for the current density for iteration 

(A/m^2) 
% 
% NOTE: Function allows for vectorized input to solve over multiple 

nodes, 
% but each input must be a vector of equal length for this to work.  

Output 
% will then also be a vector of equal length. 

  

  
% Define Constants: 
R=8.314; % J/mol K 
n=2; 
F=96485; % C/mol 
I=T_in*0; 
options=optimset('Display','none'); 
for i=1:length(p_CO2) 
    T=T_in(i); 
    E_desired=E_desired_in(i); 
    E_o=E_o_in(i); 
    elec_cond=elec_cond_in(i); 
    t=t_in(i); 
    A_a=A_a_in(i); 
    E_a=E_a_in(i); 
    alpha_a=alpha_a_in(i); 



 

  

Appendix D – page 410 

    A_c=A_c_in(i); 
    E_c=E_c_in(i); 
    alpha_c=alpha_c_in(i); 
    E_open=E_o-

R*T/(n*F)*log(p_CO2(i)/(p_CO(i)*(p_O2(i)/101325)^(1/2))); 
    if i == 1 
        I_o=I_guess_in(1); 
    else 
        I_o=I(i-1); 
    end 
    I(i)=lsqnonlin(@(x) 

lsqfunction(x,E_desired,E_open,elec_cond,t,T,A_a,E_a,alpha_a,A_c,E_c,al

pha_c,Tafel_Approximation(i) 

,p_CO2(i)/(p_CO2(i)+p_CO(i)),p_CO(i)/(p_CO2(i)+p_CO(i)),p_O2(i)),I_o,0,

1e8,options); 

  
end 

  
end 

  
function 

[error]=lsqfunction(I,E_desired,E_open,elec_cond,t,T,A_a,E_a,alpha_a,A_

c,E_c,alpha_c,Tafel_Approximation,x_CO2,x_CO,p_O2) 
R=8.314; % J/mol K 
n=2; 
F=96485; % C/mol 
options=optimset('Display','none','MaxFunEvals',500,'MaxIter',200); 

  
if Tafel_Approximation > 0 
    err=2.5; 
else 
    err=0; 
end 

  
n_a=R*T/(n*F*alpha_a)*(log(I)-log(A_a*exp(-E_a/(R*T)))); 
i_o_star=A_a*exp(-E_a/(R*T)); 

  
K1 = 1; %update with correct value based on temp range of interest 
i_o=i_o_star .* (1./K1 * x_CO2/x_CO).^((alpha_a-1)/2); 
if abs((I-i_o * (exp(alpha_a*n*F/(R*T)*n_a)-exp((alpha_a-

1)*n*F/(R*T)*n_a)))/I*100) > err 
    n_a=lsqnonlin(@(x) 

n_solve(x,I,alpha_a,A_a,E_a,T),max(0,n_a),0,10,options); 
end 

  
n_c=R*T/(n*F*alpha_c)*(log(I)-log(A_c*exp(-E_c/(R*T)))); 
i_o_star=A_c*exp(-E_c/(R*T)); 
K1=1/(4.9e8*exp(-200000/8.314/T)); 
i_o=i_o_star.*(K1.*p_O2).^(alpha_c./2)./(1+(K1.*p_O2).^(1/2)); 
if abs((I-i_o * (exp(alpha_c*n*F/(R*T)*n_c)-exp((alpha_c-

1)*n*F/(R*T)*n_c)))/I*100) > err 



 

  

Appendix D – page 411 

    n_c=lsqnonlin(@(x) 

n_solve(x,I,alpha_c,A_c,E_c,T),max(0,n_c),0,10,options); 
end 

  
E=E_open - I * t / elec_cond - n_a - n_c; 

  
error=E_desired-E; 
end 

  
function [error]=n_solve(n_volt,I,alpha,A,E,T) 
R=8.314; % J/mol K 
n=2; 
F=96485; % C/mol 
i_o=A*exp(-E/(R*T)); 
I_activation=i_o * (exp(alpha*n*F/(R*T)*n_volt)-exp((alpha-

1)*n*F/(R*T)*n_volt)); 
error=I-I_activation; 
end 

 

D.4.2. FindIH2O.m 

This is a similar function to FindI.m, but is provided for use with SCFC devices. 

function I = 

FindIH2O(E_desired_in,E_o_in,p_CO,p_CO2,p_H2,p_H2O,elec_cond_in,t_in,T_

in,A_a_in,E_a_in,alpha_a_in,A_c_in,E_c_in,alpha_c_in,Tafel_Approximatio

n,I_guess_in) 
% Function will solve for the local current density that gives you the 
% desired voltage output based on the following parameters: 
% E_desired: Desired voltage for cell, V 
% E_o: gibbs free energy / n F voltage 
% p_CO: partial pressure of CO at anode (Pa) 
% p_CO2: partial pressure of CO2 at anode (Pa) 
% p_O2: partial pressure of O2 at cathode (Pa) 
% elec_cond: Electrical conductivity of the electrolyte (1/ohm m) 
% t: thickness of electrolyte (m) 
% T: Temperature (K) 
% A_a: anode Arrhenius parameter for exchange current density (A/m^2) 
% E_a: anode activation energy for exchange current density (J/mol) 
% alpha_a: charge transer coefficient for anode 
% A_c: cathode Arrhenius parameter for exchange current density (A/m^2) 
% E_c: cathode activation energy for exchange current density (J/mol) 
% alpha_c: charge transer coefficient for cathode 
% Tafel_Approximation: A flag (1 or 0) to tell the code whether to use 

the 
%                      tafel approximation or not (introduces ~1% error  
%                      for 5-6x speed increase) 
% I_guess_in: A guess to use for the current density for iteration 
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(A/m^2) 
% 
% NOTE: Function allows for vectorized input to solve over multiple 

nodes, 
% but each input must be a vector of equal length for this to work.  

Output 
% will then also be a vector of equal length. 

  

  
% Define Constants: 
R=8.314; % J/mol K 
n=2; 
F=96485; % C/mol 
I=T_in*0; 
options=optimset('Display','none'); 
for i=1:length(p_CO2) 
    T=T_in(i); 
    E_desired=E_desired_in(i); 
    E_o=E_o_in(i); 
    elec_cond=elec_cond_in(i); 
    t=t_in(i); 
    A_a=A_a_in(i); 
    E_a=E_a_in(i); 
    alpha_a=alpha_a_in(i); 
    A_c=A_c_in(i); 
    E_c=E_c_in(i); 
    alpha_c=alpha_c_in(i); 
    E_open=E_o-

R*T/(n*F)*log(p_CO2(i)*(p_H2(i)/101325)/(p_CO(i)*(p_H2O(i)/101325))); 
    if i == 1 
        I_o=I_guess_in(1); 
    else 
        I_o=I(i-1); 
    end 
    I(i)=lsqnonlin(@(x) 

lsqfunction(x,E_desired,E_open,elec_cond,t,T,A_a,E_a,alpha_a,A_c,E_c,al

pha_c,Tafel_Approximation(i) 

,p_CO2(i)/(p_CO2(i)+p_CO(i)),p_CO(i)/(p_CO2(i)+p_CO(i)),p_H2(i),p_H2O(i

)),I_o,0,1e8,options); 

  
end 

  
end 

  
function 

[error]=lsqfunction(I,E_desired,E_open,elec_cond,t,T,A_a,E_a,alpha_a,A_

c,E_c,alpha_c,Tafel_Approximation,x_CO2,x_CO,p_H2,p_H2O) 
R=8.314; % J/mol K 
n=2; 
F=96485; % C/mol 
options=optimset('Display','none','MaxFunEvals',500,'MaxIter',200); 
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if Tafel_Approximation > 0 
    err=5; 
else 
    err=0; 
end 

  
n_a=R*T/(n*F*alpha_a)*(log(I)-log(A_a*exp(-E_a/(R*T)))); 
i_o_star=A_a*exp(-E_a/(R*T)); 

  
K1 = 1; %update with correct value based on temp range of interest 
i_o=i_o_star .* (1./K1 * x_CO2/x_CO).^((alpha_a-1)/2); 
if abs((I-i_o * (exp(alpha_a*n*F/(R*T)*n_a)-exp((alpha_a-

1)*n*F/(R*T)*n_a)))/I*100) > err 
    n_a=lsqnonlin(@(x) 

n_solve(x,I,alpha_a,A_a,E_a,T),max(0,n_a),0,10,options); 
end 

  
n_c=R*T/(n*F*alpha_c)*(log(I)-log(A_c*exp(-E_c/(R*T)))); 

  
A=5.59e19; 
TT=2.6e-9; 
E=88120; 
g=.01; 
K4=(A*TT^2*(4*pi*8.314*T)^(1/2)*exp(-E/8.314/T)/g)^-1; 
i_o_star=A_c*exp(-E_c/(R*T)); 
i_o=i_o_star.*(K4.*p_H2).^(1-

alpha_c/2)*p_H2O.^(alpha_c/2)./(1+(K4.*p_H2).^(1/2)); 
if abs((I-i_o * (exp(alpha_c*n*F/(R*T)*n_c)-exp((alpha_c-

1)*n*F/(R*T)*n_c)))/I*100) > err 
    n_c=lsqnonlin(@(x) 

n_solve(x,I,alpha_c,A_c,E_c,T),max(0,n_c),0,10,options); 
end 

  
E=E_open - I * t / elec_cond - n_a - n_c; 

  
error=E_desired-E; 
if isnan(error) || isinf(error) 
    error=0; 
end 
end 

  
function [error]=n_solve(n_volt,I,alpha,A,E,T) 
R=8.314; % J/mol K 
n=2; 
F=96485; % C/mol 
i_o=A*exp(-E/(R*T)); 
I_activation=i_o * (exp(alpha*n*F/(R*T)*n_volt)-exp((alpha-

1)*n*F/(R*T)*n_volt)); 
error=I-I_activation; 
end 
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D.4.3. Keff.m 

This is a set of functions used for determining the effective conductivity of the 

packed fuel bed. 

function kestar =keff(T,epss,d,kmix,Dp,emissivity) 
% keff calculates an effective thermal conductivity [W m^-1 K^-1] for 

an 
% activated carbon bed using a 
% given temperature [K], bed void fraction [no units], carbon density 
% [kg/m3], and gas phase thermal conductivity [W m^-1 K^-1] 
% ADD IN ABILITY TO PASS PARTICLE SIZE, AND EMISSIVITY 

         
%mLmin_to_m3s = (1e-6)/60; % from [mL/min] to [m3/s] 
%area = pi()*(flowdiameter/2)^2; % [m2] 
%gas_velocity = flowrate*mLmin_to_m3s/area; % [m/s] 

  
%[mumix rhomix kmix Pr]=props_COCO2(XCOe,XCO2e,P,T); 
ks = kcarbon(d,T); 
kskg = ks./kmix; 
[phi1 phi2] = phivsk(kskg); 
%Re = rhomix*gas_velocity*Dp/mumix; 
%[Nu_Pr2_upper Nu_Pr2_lower] = NuPr2bounds(Re); 
phi = phi2 + (phi1-phi2).*(epss-0.260)/(0.216); % eqn 14 from Kunii and 

Smith, Heat Transfer Characteristics of Porous Rocks I, 1960 

  
%Nu_upper = Nu_Pr2_upper*Pr^2; 
%Nu_lower = Nu_Pr2_lower*Pr^2; 
%kskmix = ks/kmix; 
%kestar = kmix.*epss + kmix*0.9.*(1-epss)./(phi+(2/3).*(kmix./ks)); % 

eqn 6 from Kunii and Smith, Heat Transfer Characteristics of Porous 

Rocks II, 1961 

  
%emissivity=0.9; 
%Dp=100e-6; 
hrs=0.1952*(emissivity./(2-emissivity)).*(T/100).^3; 
hrv=(0.1952./(1+epss./(2*(1-epss)).*(1-

emissivity)./emissivity)).*(T/100).^3;  
% unit convert (kcal/m^2 hr K --> W/m^2 K) 
hrs = hrs * 4184 / 3600; 
hrv = hrv * 4184 / 3600; 

  
kestar = kmix.*epss + epss.*0.9.*hrv.*Dp + kmix*0.9.*(1-

epss)./(1./(1./phi+Dp.*hrs./kmix)+(2/3).*(kmix./ks)); % eqn 6 with 

radiation: eqn 8 from Kunii and Smith, Heat Transfer Characteristics of 

Porous Rocks I, 1961 
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end 
function [k] = kcarbon(d,T) 
% kcarbon calculates the solid thermal conductivity [W m^-1 K^-1] of  
% amorphous carbon given a density [kg/m3] and  
% temperature [K]. Calculation is from equation 18 of Atkinson and 

Merrick, 
% Mathematical models of the thermal decomposition of coal. 4. Heat 
% transfer and temperature profiles in a coke-oven charge. 

  
k = ((d/4511).^3.5).*T.^0.5; 
%% Plot validation 

  
% Tlog = log(T); 
% klog = log(k); 
% figure 
% plot(Tlog,klog,'k') 
% plotfixer 
end 
function [phi1 phi2] = phivsk(kskg) 
% phivsk calculates phi values based on an input for the ratio of solid 

conductivity to gas conductivity. 
% Figure 5 from Kunii and Smith, Heat Transfer Characteristics of 

Porous 
% Rocks, 1960 is the source of the data. 

  
phi1=calcphi(kskg,1.42); 
phi2=calcphi(kskg,4*(3^(1/2))); 

  
end 
function phi = calcphi(k,n) 

  
phi=1/2.* ((k-1)./k).^2 .* (1/n) ./ ( log(k-(k-1)*(1-1/n)^(1/2)) - ((k-

1)./k)*(1-(1-1/n)^(1/2)) ) - 2/3*1./k; 
end 

 

D.4.4. K2quad.m and k4rquad.m 

These two functions determine the kinetic parameters for the Boudouard reaction 

mechanism reactions 2 and 4r. 

function y=k2quad(x,T,s,E) 
R=8.314; 
y=1e13*exp(-x/(R*T)).*(1/s).*((0.5/pi)^0.5).*exp(-0.5*((x-E).^2)/s^2); 
function y=k4rquad(x,T,s,E) 
R=8.314; 
y=1e13*exp(-x/(R*T)).*(1/s).*((0.5/pi)^0.5).*exp(-0.5*((x-E).^2)/s^2); 
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D.4.5. Air_anode.m, Steam_Anode.m, Anode.m 

These three functions determine the heat release from electrochemical reactions at 

an ACFC anode (air_anode.m) and a SCFC anode (steam_anode.m), as well as the heat 

release throughout the fuel bed due to the Boudouard reaction (anode.m).  

Thermodynamic state data in these functions is taken from NIST-JANAF tables. 

function [h_release] = Air_Anode(I,T) 

  
T_data = [100 200 298.15 300 400 500 600 700 800 900 1000 1100 1200 

1300 1400 1500 1600 1700 1800 1900 2000]; 
G_CO2_data = -1*[393.683 394.085 394.389 394.394 394.675 394.939 

395.182 395.398 395.586 395.748 395.886 396.001 396.098 396.177 396.240 

396.288 396.323 396.344 396.353 396.349 396.333]; 
H_CO2_data = -1*[393.208 393.404 393.522 393.523 393.583 393.666 

393.803 393.983 394.188 394.405 394.623 394.838 395.05 395.257 395.462 

395.668 395.876 396.09 396.311 396.542 396.784]; 
G_CO_data = -1*[120.239 128.526 137.163 137.328 146.338 155.414 164.486 

173.518 182.497 191.416 200.275 209.075 217.819 226.509 235.149 243.740 

252.284 260.784 269.242 277.658 286.034]; 
H_CO_data = -1*[112.415 111.286 110.527 110.516 110.102 110.003 110.150 

110.469 110.905 111.418 111.983 112.586 113.217 113.870 114.541 115.229 

115.933 116.651 117.384 118.133 118.896]; 
G_H2O_data = -1*[236.584 232.766 228.582 228.5 223.901 219.051 214.007 

208.812 203.496 198.083 192.590 187.033 181.425 175.774 170.089 164.376 

158.639 152.883 147.111 141.325 135.528]; %gaseous 
H_H2O_data = -1*[240.083 240.9 241.826 241.844 242.846 243.826 244.758 

245.632 246.443 247.185 247.857 248.46 248.997 249.473 249.894 250.265 

250.592 250.881 251.138 251.368 251.575]; 

  
% kj/mol 
H_CO2 = interp1(T_data,H_CO2_data,T,'spline'); 
H_CO = interp1(T_data,H_CO_data,T,'spline'); 

  
mol_CO_out=I/(2*96485); 
h_release = -1*(H_CO2 - H_CO) .* mol_CO_out * 1000; 

 

function [h_release] = Steam_Anode(I,T) 

  
T_data = [100 200 298.15 300 400 500 600 700 800 900 1000 1100 1200 

1300 1400 1500 1600 1700 1800 1900 2000]; 
G_CO2_data = -1*[393.683 394.085 394.389 394.394 394.675 394.939 

395.182 395.398 395.586 395.748 395.886 396.001 396.098 396.177 396.240 

396.288 396.323 396.344 396.353 396.349 396.333]; 
H_CO2_data = -1*[393.208 393.404 393.522 393.523 393.583 393.666 

393.803 393.983 394.188 394.405 394.623 394.838 395.05 395.257 395.462 
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395.668 395.876 396.09 396.311 396.542 396.784]; 
G_CO_data = -1*[120.239 128.526 137.163 137.328 146.338 155.414 164.486 

173.518 182.497 191.416 200.275 209.075 217.819 226.509 235.149 243.740 

252.284 260.784 269.242 277.658 286.034]; 
H_CO_data = -1*[112.415 111.286 110.527 110.516 110.102 110.003 110.150 

110.469 110.905 111.418 111.983 112.586 113.217 113.870 114.541 115.229 

115.933 116.651 117.384 118.133 118.896]; 
G_H2O_data = -1*[236.584 232.766 228.582 228.5 223.901 219.051 214.007 

208.812 203.496 198.083 192.590 187.033 181.425 175.774 170.089 164.376 

158.639 152.883 147.111 141.325 135.528]; %gaseous 
H_H2O_data = -1*[240.083 240.9 241.826 241.844 242.846 243.826 244.758 

245.632 246.443 247.185 247.857 248.46 248.997 249.473 249.894 250.265 

250.592 250.881 251.138 251.368 251.575]; 

  
% kj/mol 
H_CO2 = interp1(T_data,H_CO2_data,T,'spline'); 
H_CO = interp1(T_data,H_CO_data,T,'spline'); 
H_H2O = interp1(T_data,H_H2O_data,T,'spline'); 

  
mol_CO_out=I/(2*96485); 
h_release = -1*(H_CO2 - H_CO - H_H2O) .* mol_CO_out * 1000; 
function [h_release] = Anode(CO2_source,T) 

  
T_data = [100 200 298.15 300 400 500 600 700 800 900 1000 1100 1200 

1300 1400 1500 1600 1700 1800 1900 2000]; 
G_CO2_data = -1*[393.683 394.085 394.389 394.394 394.675 394.939 

395.182 395.398 395.586 395.748 395.886 396.001 396.098 396.177 396.240 

396.288 396.323 396.344 396.353 396.349 396.333]; 
H_CO2_data = -1*[393.208 393.404 393.522 393.523 393.583 393.666 

393.803 393.983 394.188 394.405 394.623 394.838 395.05 395.257 395.462 

395.668 395.876 396.09 396.311 396.542 396.784]; 
G_CO_data = -1*[120.239 128.526 137.163 137.328 146.338 155.414 164.486 

173.518 182.497 191.416 200.275 209.075 217.819 226.509 235.149 243.740 

252.284 260.784 269.242 277.658 286.034]; 
H_CO_data = -1*[112.415 111.286 110.527 110.516 110.102 110.003 110.150 

110.469 110.905 111.418 111.983 112.586 113.217 113.870 114.541 115.229 

115.933 116.651 117.384 118.133 118.896]; 
G_H2O_data = -1*[236.584 232.766 228.582 228.5 223.901 219.051 214.007 

208.812 203.496 198.083 192.590 187.033 181.425 175.774 170.089 164.376 

158.639 152.883 147.111 141.325 135.528]; %gaseous 
H_H2O_data = -1*[240.083 240.9 241.826 241.844 242.846 243.826 244.758 

245.632 246.443 247.185 247.857 248.46 248.997 249.473 249.894 250.265 

250.592 250.881 251.138 251.368 251.575]; 

  
% kj/mol 
H_CO2 = interp1(T_data,H_CO2_data,T,'spline'); 
H_CO = interp1(T_data,H_CO_data,T,'spline'); 

  
h_release = (H_CO2 - 2*H_CO) .* CO2_source * -1000; 
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D.4.6. Cell_Efficiency.m and System_Efficiency.m 

These functions are post-processing functions and part of the balance of system 

module.  Cell_efficiency.m determines the cell efficiency based on the provided inputs, 

while System_efficiency.m determines the system efficiency based on provided inputs.  

System_efficiency.m relies upon Cantera objects to calculate thermodynamic states, and 

this module must therefore be installed into Matlab in order to utilize this function. 

function [eff Q] = 

Cell_Efficiency(V_air,I_air,V_steam,I_steam,n_char,varargin) 
% Function will calculate the cell efficiency based on the following 
% relation: 
%        P_out + M_H2 * HHV_H2 
%   n = ----------------------- 
%        M_C * HHV_C + P_IN + Q 
% 
% Inputs: 
% Air Cell Voltage (V) 
% Air Total current (mA) 
% Steam Cell Voltage (V) 
% Steam Total current (mA) 
% effective char utilization (%) 
% OPTIONAL INPUTS (use the symbol followed by the value) 
% INPUT NAME                    SYMBOL          UNITS           DEFAULT 
% H2 heating value              HHV_H2          [MJ/kg]         141.80 
% Carbon heating value          HHV_C           [MJ/kg]         32.8 
% Weight % Fixed-C in char      Y_char          [%]             100 

  
% Constants 
F     = 96485; % Faraday's constant, C/mol 
M_C   = 12.0107; % Carbon molecular weight g/mol 
M_H2  = 1.00794*2; % Hydrogen molecular weight g/mol 
M_O2  = 2*15.9994; % Oxygen molecular weight g/mol 
M_H2O = 1.00794*2 + 15.9994; % Water molecular weight g/mol 
M_CO  = 12.0107 + 15.9994; % CO molecular weight g/mol 
M_CO2 = 12.0107 + 2*15.9994; % CO2 molecular weight g/mol 

  
% Initial values 
HHV_H2 = 141.80; 
HHV_C  = 32.8; 
char_C = 1; 
for i=1:2:nargin-6 
    switch varargin{i} 
        case 'HHV_H2' 
            HHV_H2=varargin{i+1}; 
        case 'HHV_C' 
            HHV_C=varargin{i+1}; 
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        case 'Y_char' 
            char_C=varargin{i+1}/100; 
    end 
end 

  
% Unit conversions 
HHV_H2 = HHV_H2*1000*1000; % -> J/kg 
HHV_C  = HHV_C*1000*1000; % -> J/kg 
I_steam= I_steam / 1000; % -> A 
I_air  = I_air / 1000; % -> A 
I      = I_air + I_steam; 
n_char = n_char/100; 

  
% Convert char efficiency into outlet mole percents 
X_CO  = 1-n_char; 
X_CO2 = n_char; 

  
% Find all inlet/outlet mass flows 
m_H2    = I_steam/(2*F) * M_H2 / 1000; % -> kg/s 
m_O2    = I_air/(4*F) * M_O2 / 1000; 
m_H2O   = (M_H2O / M_H2) * m_H2; 
m_C     = (M_C) * (X_CO + X_CO2) ./ (X_CO + 2*X_CO2) .* I/(2*F) / 1000; 
m_char  = m_C / char_C; 
m_CO    = (M_CO) * (X_CO) ./ (X_CO + 2*X_CO2) .* I/(2*F) / 1000; 
m_CO2   = (M_CO2) * (X_CO2) ./ (X_CO + 2*X_CO2) .* I/(2*F) / 1000; 

  
%m_bal = (m_C + m_O2 + m_H2O - m_CO - m_CO2 - m_H2);  order is e-22, or 

14 
%       orders of magnitude smaller than m_C 

  
% Find enthalpy for all streams (25 C) 
%hm_H2O = -241.826 * 1000; %gas 
hm_H2O = -285.830 * 1000;  %liquid 
hm_CO2 = -393.522 * 1000; 
hm_CO  = -110.527 * 1000; 
% All other streams are reference and hm=0; 

  
% Solve for Q (based on energy balance of system), P_out, P_in 
P_series=(V_air+V_steam).*I_air; 
P_parallel=-1*V_steam.*(I_air-I_steam); 

  
P_out = max(0,P_series+P_parallel); 
P_in  = max(0,-(P_series+P_parallel)); 
Q = max(0,(m_CO / M_CO * 1000 * hm_CO)+(m_CO2 / M_CO2 * 1000 * hm_CO2)-

(m_H2O / M_H2O * 1000 * hm_H2O)+P_out-P_in); 

  
% Finally, find the efficiency 
eff = (P_out + m_H2 * HHV_H2) ./ (m_char * HHV_C + P_in + Q); 

 
function eff = 
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System_Efficiency(V_air,I_air,T_a,T_c_in_air,T_c_out_air,V_steam,I_stea

m,T_c_in_s,T_c_out_s,n_char) 
eff=V_air*0; 
s=size(V_air); 
if length(V_air) == 1 
    s=size(V_steam); 
end 
% Create the respective flow objects 
Air=IdealGasMix('gri30.xml'); 
Depleted_Air=IdealGasMix('gri30.xml'); 
CO2=IdealGasMix('gri30.xml'); 
H2=IdealGasMix('gri30.xml'); 
Exhaust=IdealGasMix('gri30.xml'); 
Water=importPhase('liquidvapor.xml','water'); 
Carbon=importPhase('graphite.xml','graphite'); 
Rich_Water=IdealGasMix('gri30.xml'); 

  
h=waitbar(0,'working...'); 
for r=1:s(1) 
    for c=1:s(2) 
        waitbar(((r-1)*s(2)+c)/(s(1)*s(2)),h); 
        if length(V_air) == 1 
            i1=V_air; 
        else 
            i1=V_air(r,c); 
        end 
        if length(I_air) == 1 
            i2=I_air; 
        else 
            i2=I_air(r,c); 
        end 
        if length(T_a) == 1 
            i3=T_a; 
        else 
            i3=T_a(r,c); 
        end 
        if length(T_c_in_air) == 1 
            i4=T_c_in_air; 
        else 
            i4=T_c_in_air(r,c); 
        end 
        if length(T_c_out_air) == 1 
            i5=T_c_out_air; 
        else 
            i5=T_c_out_air(r,c); 
        end 
        if length(V_steam) == 1 
            i6=V_steam; 
        else 
            i6=V_steam(r,c); 
        end 
        if length(I_steam) == 1 
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            i7=I_steam; 
        else 
            i7=I_steam(r,c); 
        end 
        if length(T_c_in_s) == 1 
            i9=T_c_in_s; 
        else 
            i9=T_c_in_s(r,c); 
        end 
        if length(T_c_out_s) == 1 
            i10=T_c_out_s; 
        else 
            i10=T_c_out_s(r,c); 
        end 
        if length(n_char) == 1 
            i11=n_char; 
        else 
            i11=n_char(r,c); 
        end 
        if (i2 > 0) && (i7 > 0) 
            eff2=zeros(1,19); 
            for n=5:5:95 
                try 
                    

Out=InternalFunc(i1,i2,i3,i4,i5,i6,i7,i9,i10,i11,n/100,Air,Depleted_Air

,CO2,H2,Exhaust,Water,Carbon,Rich_Water); 
                catch 
                    Out.eff=0; 
                end 
                eff2(n/5)=Out.eff; 
            end 
            Out.eff=max(eff2); 
        elseif(i2 > 0) 
            try 
                Out=InternalFunc(i1,i2,i3,i4,i5,i6,i7,i9,i10,i11,1-1e-

6,Air,Depleted_Air,CO2,H2,Exhaust,Water,Carbon,Rich_Water); 
            catch 
                Out.eff=0; 
            end 
        else 
            try 
                Out=InternalFunc(i1,i2,i3,i4,i5,i6,i7,i9,i10,i11,1e-

6,Air,Depleted_Air,CO2,H2,Exhaust,Water,Carbon,Rich_Water); 
            catch 
                Out.eff=0; 
            end 

             
        end 
        %eff=Out; 
        %return; 
        eff(r,c)=Out.eff; 
    end 
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end 
close(h); 

  
end 
function Outputs = 

InternalFunc(V_air,I_air,T_a,T_c_in_air,T_c_out_air,V_steam,I_steam,T_c

_in_s,T_c_out_s,n_char,pertoair,Air,Depleted_Air,CO2,H2,Exhaust,Water,C

arbon,Rich_Water) 
T_env                   = 298.15;           % Enviornment Temperature 

[K] 
P_env                   = 101325;           % Enviornment Pressure [Pa] 
Air_Utilization         = 10; 
H2O_Utilization         = 25; 
P_drop                  = 8; 
heater_eff              = .9; 

  
% Constants 
F     = 96485; % Faraday's constant, C/mol 
M_C   = 12.0107; % Carbon molecular weight g/mol 
M_H2  = 1.00794*2; % Hydrogen molecular weight g/mol 
M_O2  = 2*15.9994; % Oxygen molecular weight g/mol 
M_H2O = 1.00794*2 + 15.9994; % Water molecular weight g/mol 
M_CO  = 12.0107 + 15.9994; % CO molecular weight g/mol 
M_CO2 = 12.0107 + 2*15.9994; % CO2 molecular weight g/mol 

  
% Initial values 
HHV_H2 = 141.80; 
HHV_C  = 32.8; 
char_C = 1; 

  
% Unit conversions 
HHV_H2 = HHV_H2*1000*1000; % -> J/kg 
HHV_C  = HHV_C*1000*1000; % -> J/kg 
I_steam= I_steam / 1000; % -> A 
I_air  = I_air / 1000; % -> A 
I      = I_air + I_steam; 
n_char = n_char/100; 

  
% Convert char efficiency into outlet mole percents 
X_CO  = 1-n_char; 
X_CO2 = n_char; 

  
% Find all inlet/outlet molar flows 
n_H2    = I_steam/(2*F) ; % -> mol/s 
n_O2    = I_air/(4*F) ; 
n_H2O   = n_H2; 
n_C     = (X_CO + X_CO2) ./ (X_CO + 2*X_CO2) .* I/(2*F) ; 
n_char  = n_C ; 
n_CO    = (X_CO) ./ (X_CO + 2*X_CO2) .* I/(2*F) ; 
n_CO2   = (X_CO2) ./ (X_CO + 2*X_CO2) .* I/(2*F) ; 
CO_out = n_CO; 
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CO2_out = n_CO2; 

  
% Find all inlet/outlet mass flows 
m_H2    = I_steam/(2*F) * M_H2 / 1000; % -> kg/s 
m_O2    = I_air/(4*F) * M_O2 / 1000; 
m_H2O   = (M_H2O / M_H2) * m_H2; 
m_C     = (M_C) * (X_CO + X_CO2) ./ (X_CO + 2*X_CO2) .* I/(2*F) / 1000; 
m_char  = m_C / char_C; 
m_CO    = (M_CO) * (X_CO) ./ (X_CO + 2*X_CO2) .* I/(2*F) / 1000; 
m_CO2   = (M_CO2) * (X_CO2) ./ (X_CO + 2*X_CO2) .* I/(2*F) / 1000; 

  

  
% Calculate Air, Water, Carbon Requirements 
Farraday=F; % coulombs/mole charge 
O2_mole=n_O2; 
Air_molar_flow=(O2_mole/.21)*(100/Air_Utilization); % [mol/s] 
Water_molar_flow=(n_H2O)*(100/H2O_Utilization); % [mol/s] Note rich 

water molar flow equals water molar flow 
CO2_molar_flow=0; 
Depleted_Air_molar_flow=(1-.21*Air_Utilization/100)*Air_molar_flow; 
Hydrogen_molar_flow=Water_molar_flow*H2O_Utilization/100; 
Carbon_molar_flow=n_C; % [mol/s C(g)] 
Exhaust_molar_flow=Carbon_molar_flow; 

  
% Define the chemical makeup of each flow 
set(Air,'X','O2:.21,N2:.78,AR:.01'); 
set(Depleted_Air,'X',['N2:.78,AR:.01,O2:' num2str(.21*(1-

Air_Utilization/100))]); 
set(CO2,'X','CO2:1'); 
set(H2,'X','H2:1'); 
set(Exhaust,'X',['CO:' num2str(CO_out) ',CO2:' num2str(CO2_out)]); 
set(Rich_Water,'X',['H2O:' num2str(1-H2O_Utilization/100) ',H2:' 

num2str(H2O_Utilization/100) ]); 

  
% Find mass flows from molar flows [kg/s] 
Air_mass_flow=Air_molar_flow*meanMolarMass(Air)/1000; 
Water_mass_flow=Water_molar_flow*meanMolarMass(Water)/1000;  
Rich_Water_mass_flow=Water_molar_flow*meanMolarMass(Rich_Water)/1000; 
CO2_mass_flow=CO2_molar_flow*meanMolarMass(CO2)/1000; 
Depleted_Air_mass_flow=Depleted_Air_molar_flow*meanMolarMass(Depleted_A

ir)/1000; 
Exhaust_mass_flow=Exhaust_molar_flow*meanMolarMass(Exhaust)/1000; 
Hydrogen_mass_flow=Hydrogen_molar_flow*meanMolarMass(H2)/1000; 
Carbon_mass_flow=Carbon_molar_flow*12.011/1000; 

  

  

  
% Store flow rates in output 
Outputs.Air_mass_flow=Air_mass_flow; 
Outputs.Air_molar_flow=Air_molar_flow; 
Outputs.Water_mass_flow=Water_mass_flow; 
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Outputs.Water_molar_flow=Water_molar_flow; 
Outputs.Rich_Water_mass_flow=Rich_Water_mass_flow; 
Outputs.Rich_Water_molar_flow=Water_molar_flow; 
Outputs.CO2_mass_flow=CO2_mass_flow; 
Outputs.CO2_molar_flow=CO2_molar_flow; 
Outputs.Depleted_Air_mass_flow=Depleted_Air_mass_flow; 
Outputs.Depleted_Air_molar_flow=Depleted_Air_molar_flow; 
Outputs.Exhaust_mass_flow=Exhaust_mass_flow; 
Outputs.Exhaust_molar_flow=Exhaust_molar_flow; 
Outputs.Hydrogen_mass_flow=Hydrogen_mass_flow; 
Outputs.Carbon_mass_flow=Carbon_mass_flow; 
Outputs.Water_Recycled_mass_flow=Outputs.Rich_Water_mass_flow-

Outputs.Hydrogen_mass_flow; 
Outputs.Water_Makeup_mass_flow=Outputs.Water_mass_flow-

Outputs.Water_Recycled_mass_flow; 

  
%% AIR CALCULATIONS 
try 
% Air fan 
P_start=P_env*100^4/((100-P_drop)^4); 
P_drop_mass_lost_in_SOFC=1-(Air_molar_flow-

Depleted_Air_molar_flow)/Air_molar_flow; % This value represents the 

percentage of moles removed in SOFC, and therefore a percentage drop in 

the pressure 
P_start=P_start/P_drop_mass_lost_in_SOFC; 
set(Air,'P',P_env,'T',T_env); 
s=entropy_mass(Air); 
h1=enthalpy_mass(Air); 
setState_SP(Air,[s P_start]); 
h2=enthalpy_mass(Air); 
W_Air_Pump=(h2-h1)*1/heater_eff; % Work required to compress air 
setState_HP(Air,[h1+W_Air_Pump P_start]); 
Outputs.T_Air_Fan_Out=temperature(Air); 
Outputs.P_Air_Fan_Out=P_start; 
Outputs.W_Air_Pump=W_Air_Pump*Air_mass_flow; 

  
% Air pre-heater 
Outputs.P_Depleted_Air_Preheater_Out=P_env; 
Outputs.P_Air_Preheater_Out=P_start*(100-P_drop)/100; 
Outputs.P_Depleted_Air_Cell_Out=P_env*100/(100-P_drop); 
Outputs.T_Depleted_Air_Cell_Out=T_c_out_air; 
set(Air,'T',500,'P',1e5); 
set(Depleted_Air,'T',500,'P',1e5); 
if Air_mass_flow*cp_mass(Air) > 

Depleted_Air_mass_flow*cp_mass(Depleted_Air) % Find the low capacity 

stream 
    % depleted air is low capacity 
    

set(Depleted_Air,'T',Outputs.T_Air_Fan_Out,'P',Outputs.P_Depleted_Air_P

reheater_Out); 
    h1=enthalpy_mass(Depleted_Air); 
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set(Depleted_Air,'T',Outputs.T_Depleted_Air_Cell_Out,'P',Outputs.P_Depl

eted_Air_Cell_Out); 
    h2=enthalpy_mass(Depleted_Air); 
    Q_max=Depleted_Air_mass_flow*(h2-h1); % Maximum heat transfer 
else 
    % air is low capacity 
    set(Air,'T',T_c_in_air,'P',Outputs.P_Air_Preheater_Out); 
    h1=enthalpy_mass(Air); 
    set(Air,'T',Outputs.T_Air_Fan_Out,'P',Outputs.P_Air_Fan_Out); 
    h2=enthalpy_mass(Air); 
    Q_max=Air_mass_flow*(h1-h2); % Maximum heat transfer 
end 
Q_Actual=Q_max*heater_eff; % Actual heat transfer 
set(Air,'T',Outputs.T_Air_Fan_Out,'P',Outputs.P_Air_Fan_Out); 
h_air_in=enthalpy_mass(Air); 
h_air_out=Q_Actual/Air_mass_flow+h_air_in; 
setState_HP(Air,[h_air_out Outputs.P_Air_Preheater_Out]); 
Outputs.T_Air_Preheater_Out=temperature(Air); 
set(Depleted_Air,'T',Outputs.T_Depleted_Air_Cell_Out,'P',Outputs.P_Depl

eted_Air_Cell_Out); 
h_depleted_air_in=enthalpy_mass(Depleted_Air); 
h_depleted_air_out=h_depleted_air_in-Q_Actual/Depleted_Air_mass_flow; 
setState_HP(Depleted_Air,[h_depleted_air_out 

Outputs.P_Depleted_Air_Preheater_Out]); 
Outputs.T_Depleted_Air_Preheater_Out=temperature(Depleted_Air);   

  

  
% Air heater 
Outputs.T_Air_Heater_Out=T_c_in_air; 
Outputs.P_Air_Heater_Out=Outputs.P_Air_Preheater_Out*(100-P_drop)/100; 
set(Air,'T',Outputs.T_Air_Preheater_Out,'P',Outputs.P_Air_Preheater_Out

); 
h1=enthalpy_mass(Air); 
set(Air,'T',Outputs.T_Air_Heater_Out,'P',Outputs.P_Air_Heater_Out); 
h2=enthalpy_mass(Air); 
Outputs.Q_Air_heater=(h2-h1)*Air_mass_flow; 

  
set(Exhaust,'T',T_a,'P',P_env/(100-P_drop)*100); 
h_ex_in=enthalpy_mass(Exhaust); 
h_ex_out=h_ex_in-Outputs.Q_Air_heater/Exhaust_mass_flow*(pertoair);  % 

EX Mass to ACFC HERE 
setState_HP(Exhaust,[h_ex_out P_env]); 
tout=temperature(Exhaust); 
if(tout < T_env) 
    set(Exhaust,'T',T_env,'P',P_env); 
    h_ex_out=enthalpy_mass(Exhaust); 
    Outputs.Q_Air_heater_extra=Outputs.Q_Air_heater+(h_ex_out-

h_ex_in)*Exhaust_mass_flow*(pertoair); % EX Mass to ACFC HERE 
else 
    Outputs.Q_Air_heater_extra=0; % ONE Q INPUT PARAMETER! 
end 
Outputs.T_Exhuast_Heater_Out=temperature(Exhaust); 
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catch 
    Outputs.W_Air_Pump=0; 
    Outputs.Q_Air_heater_extra=0; 
end 
%% Cell Q in: 

  

  
%% SOFC/Electrolyzer needed heat calculation 
% Water enthalpy 
Outputs.P_Rich_Water_Cell_Out=P_env*100^2/((100-P_drop)*(100-P_drop)); 
Outputs.T_Rich_Water_Cell_Out=T_c_out_s; 
Outputs.P_Water_Superheater_Out=Outputs.P_Rich_Water_Cell_Out*100/(100-

P_drop); 
Outputs.T_Water_Superheater_Out=T_c_in_s; 
set(Water,'T',Outputs.T_Water_Superheater_Out,'P',Outputs.P_Water_Super

heater_Out); 
h_water_in=enthalpy_mass(Water)*Water_mass_flow; 
s_water_in=entropy_mass(Water)*Water_mass_flow; 
set(Rich_Water,'T',Outputs.T_Rich_Water_Cell_Out,'P',Outputs.P_Rich_Wat

er_Cell_Out); 
h_water_out=enthalpy_mass(Rich_Water)*Rich_Water_mass_flow; 
s_water_out=entropy_mass(Rich_Water)*Rich_Water_mass_flow; 

  
% Air enthalpy 
try 
    set(Air,'T',Outputs.T_Air_Heater_Out,'P',Outputs.P_Air_Heater_Out); 
    h_air_in=enthalpy_mass(Air)*Air_mass_flow; 
    s_air_in=entropy_mass(Air)*Air_mass_flow; 
    

set(Depleted_Air,'T',Outputs.T_Depleted_Air_Cell_Out,'P',Outputs.P_Depl

eted_Air_Cell_Out); 
    h_air_out=enthalpy_mass(Depleted_Air)*Depleted_Air_mass_flow; 
    s_air_out=entropy_mass(Depleted_Air)*Depleted_Air_mass_flow; 
catch 
    h_air_in=0; 
    h_air_out=0; 
    s_air_in=0; 
    s_air_out=0; 
end 

  
% Carbon in 
set(Carbon,'T',T_env,'P',P_env); 
h_c_in=enthalpy_mass(Carbon)*Carbon_mass_flow; 
s_c_in=entropy_mass(Carbon)*Carbon_mass_flow; 

  
% CO2 in 
h_co2_in=0; 
s_co2_in=0; 

  
% Exhaust out 
Outputs.P_Exhaust_Cell_Out=P_env/(100-P_drop)*100; 
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set(Exhaust,'T',T_a,'P',Outputs.P_Exhaust_Cell_Out); 
h_exhaust_out=enthalpy_mass(Exhaust)*Exhaust_mass_flow; 
s_exhaust_out=entropy_mass(Exhaust)*Exhaust_mass_flow; 

  
h_change=h_water_in-h_water_out+h_air_in-h_air_out+h_c_in+h_co2_in-

h_exhaust_out; 
s_change=-1*(s_water_in-s_water_out+s_air_in-s_air_out+s_c_in+s_co2_in-

s_exhaust_out); 

  
Q_in_reversible=s_change*T_a; 
W_out_reversible=h_change+Q_in_reversible; 

  
P_series=(V_air+V_steam).*I_air; 
P_parallel=-1*V_steam.*(I_air-I_steam); 

  
P_out = max(0,P_series+P_parallel); 
P_in  = max(0,-(P_series+P_parallel)); 
W_out=P_series+P_parallel; 
Q_in=W_out-h_change; 
Outputs.Q_in_cell=Q_in; 

  
%% Water side 
try 
% Water Pump 
P_start=P_env*100^6/((100-P_drop)^6); 
T_water_start=(T_env*Outputs.Water_Makeup_mass_flow+(T_env+45)*Outputs.

Water_Recycled_mass_flow)/(Outputs.Water_Makeup_mass_flow+Outputs.Water

_Recycled_mass_flow); 
if isnan(T_water_start) 
    T_water_start=300; 
end 
set(Water,'P',P_env,'T',T_water_start); 
s=entropy_mass(Water); 
h1=enthalpy_mass(Water); 
setState_SP(Water,[s P_start]); 
h2=enthalpy_mass(Water); 
W_Water_Pump=(h2-h1)*1/heater_eff; % Work required to compress water 
setState_HP(Water,[h1+W_Water_Pump P_start]); 
Outputs.T_Water_Pump_In=T_water_start; 
Outputs.T_Water_Condenser_Out=T_env+45; 
Outputs.P_Water_Condenser_Out=P_env; 
Outputs.T_Water_Makeup_In=T_env; 
Outputs.P_Water_Makeup_In=P_env; 
Outputs.T_Water_Pump_Out=temperature(Water); 
Outputs.P_Water_Pump_Out=P_start; 
Outputs.W_Water_Pump=W_Water_Pump*Water_mass_flow; 

  
% Water Economizer 
Outputs.P_Rich_Water_Economizer_Out=P_env*100/(100-P_drop); 
Outputs.P_Water_Economizer_Out=P_start*(100-P_drop)/100; 
set(Water,'T',500,'P',1e5); 
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set(Rich_Water,'T',500,'P',1e5); 
if Water_mass_flow*cp_mass(Water) > 

Rich_Water_mass_flow*cp_mass(Rich_Water) % Find the low capacity stream 
    % Rich Water is low capacity 
    

set(Rich_Water,'T',Outputs.T_Water_Pump_Out,'P',Outputs.P_Rich_Water_Ec

onomizer_Out); 
    h1=enthalpy_mass(Rich_Water); 
    

set(Rich_Water,'T',Outputs.T_Rich_Water_Cell_Out,'P',Outputs.P_Rich_Wat

er_Cell_Out); 
    h2=enthalpy_mass(Rich_Water); 
    Q_max=Rich_Water_mass_flow*(h2-h1); % Maximum heat transfer 
else 
    % Water is low capacity 
    set(Water,'T',T_c_in_s,'P',Outputs.P_Water_Economizer_Out); 
    h1=enthalpy_mass(Water); 
    

set(Water,'T',Outputs.T_Water_Pump_Out,'P',Outputs.P_Water_Pump_Out); 
    h2=enthalpy_mass(Water); 
    Q_max=Water_mass_flow*(h1-h2); % Maximum heat transfer 
end 
Q_Actual=Q_max*heater_eff; % Actual heat transfer 
set(Water,'T',Outputs.T_Water_Pump_Out,'P',Outputs.P_Water_Pump_Out); 
h_water_in=enthalpy_mass(Water); 
h_water_out=Q_Actual/Water_mass_flow+h_water_in; 
setState_HP(Water,[h_water_out Outputs.P_Water_Economizer_Out]); 
Outputs.X_Water_Economizer_Out=vaporFraction(Water); 
Outputs.T_Water_Economizer_Out=temperature(Water); 
set(Rich_Water,'T',Outputs.T_Rich_Water_Cell_Out,'P',Outputs.P_Rich_Wat

er_Cell_Out); 
h_rich_water_in=enthalpy_mass(Rich_Water); 
h_rich_water_out=h_rich_water_in-Q_Actual/Rich_Water_mass_flow; 
setState_HP(Rich_Water,[h_rich_water_out 

Outputs.P_Rich_Water_Economizer_Out]); 
Outputs.T_Rich_Water_Economizer_Out=temperature(Rich_Water); 

  
% Check for pinch point 
set(Water,'T',Outputs.T_Water_Pump_Out,'P',Outputs.P_Water_Pump_Out); 
dq=Q_Actual/100; 
h_water=enthalpy_mass(Water); 
Pw=Outputs.P_Water_Pump_Out; 
dpw=(Pw-Outputs.P_Water_Economizer_Out)/100; 
set(Rich_Water,'T',Outputs.T_Rich_Water_Cell_Out,'P',Outputs.P_Rich_Wat

er_Cell_Out); 
h_rich_water=enthalpy_mass(Rich_Water); 
Prw=Outputs.P_Rich_Water_Cell_Out; 
dprw=(Prw-Outputs.P_Rich_Water_Economizer_Out)/100; 
for i=1:100 
    h_water_last=h_water; 
    h_water=dq/Water_mass_flow+h_water_last; 
    setState_HP(Water,[h_water Pw-dpw*i]); 
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    dataw(i)=temperature(Water); 
    h_rich_water_last=h_rich_water; 
    h_rich_water=h_rich_water_last-dq/Rich_Water_mass_flow; 
    setState_HP(Rich_Water,[h_rich_water Prw-dprw*i]); 
    datarw(i)=temperature(Rich_Water); 
end 
datarw=fliplr(datarw); % Counterflow HE 
if sum(dataw > datarw) > 0 
    warning('Pinch Point in Economizer!'); 
    figure(10); 
    plot([1:100],dataw,[1:100],datarw); 
    Outputs.Warning='Pinch Point in Economizer!'; 
    return 
end 
if Outputs.T_Rich_Water_Economizer_Out < Outputs.T_Water_Economizer_Out 
    warning('Pinch Point in Economizer!'); 
    Outputs.Warning='Pinch Point in Economizer!'; 
    return; 
end     
% Reset water to economizer out 
setState_HP(Water,[h_water_out Outputs.P_Water_Economizer_Out]); 

  

  
% Find enthalpy change to water stream in Boiler/Superheater 
h_water_in=enthalpy_mass(Water)*Water_mass_flow; 
set(Water,'T',Outputs.T_Water_Superheater_Out,'P',Outputs.P_Water_Super

heater_Out); 
h_water_out=enthalpy_mass(Water)*Water_mass_flow; 
h_to_water=h_water_out-h_water_in; 

  
% Check to see if rejected SOFC heat is more than we need.  If so, 

throw 
% rest away (NOTE, SOFC heat rejection itself means high entropy 

generation 
% within the unit....so we are better off when we arent rejecting any 

heat 
% from the SOFC at all. 
heat_loss1=0; 
Q_to_water=-1*min([0 Q_in]); 
if Q_to_water > h_to_water 
    heat_loss1=Q_to_water-h_to_water; 
    heat_loss=heat_loss+heat_loss1; % J/s 
    Q_to_water=h_to_water; 
end 

  
% Condenser 
Outputs.T_Hydrogen_Out=T_env+45; 
Outputs.P_Hydrogen_Out=P_env; 
set(Rich_Water,'T',Outputs.T_Rich_Water_Economizer_Out,'P',Outputs.P_Ri

ch_Water_Economizer_Out); 
h_water_in_c=enthalpy_mass(Rich_Water)*Rich_Water_mass_flow; 
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set(Water,'T',Outputs.T_Water_Condenser_Out,'P',P_env); 
h_water_out_c=enthalpy_mass(Water)*Outputs.Water_Recycled_mass_flow; 
set(H2,'T',Outputs.T_Hydrogen_Out,'P',Outputs.P_Hydrogen_Out,'X','H2:1'

); 
h_h2_out=enthalpy_mass(H2)*Hydrogen_mass_flow; 
set(Water,'T',T_env,'P',P_env); 
h_coolwater_in=enthalpy_mass(Water); 
Cooling_Water_mass_flow=Water_mass_flow; 
counter=0; 

  
% This loop determines an 'appropriate' mass flow for the cooling 

water. 
% This has no bearing on the actual cycle, but is done to ensure that 

the 
% temperature rise of the cooling water is not so small that it gets 

lost 
% to numerical precision, but is not so large that we boil the cooling 
% water 
while 1 
    

h_coolwater_out=h_coolwater_in*Cooling_Water_mass_flow+h_water_in_c-

h_water_out_c-h_h2_out; 
    setState_HP(Water,[h_coolwater_out/Cooling_Water_mass_flow P_env]); 
    Outputs.T_Cooling_Water_Out=temperature(Water); 
    if Outputs.T_Cooling_Water_Out > 350  
        Cooling_Water_mass_flow=Cooling_Water_mass_flow*2; 
    else 
        break 
    end 
    counter=counter+1; 
    if counter > 1000 
        warning('Too many iterations in cooling water stream 

calculation!'); 
        Outputs.Warning='Too many iterations in cooling water stream 

calculation!'; 
        return; 
    end 
end 

  
% Boiler/Superheater: 
Outputs.Q_superheater=h_to_water-Q_to_water; 
Outputs.T_Superheater_Out=T_c_in_s; 
Outputs.P_Superheater_Out=Outputs.P_Water_Economizer_Out*(100-

P_drop)/100; 

  
set(Exhaust,'T',T_a,'P',P_env/(100-P_drop)*100); 
h_ex_in=enthalpy_mass(Exhaust); 
h_ex_out=h_ex_in-Outputs.Q_Superheater/Exhaust_mass_flow*(1-pertoair);  

% EX Mass to SCFC HERE 
setState_HP(Exhaust,[h_ex_out P_env]); 
tout=temperature(Exhaust); 
if(tout < T_env) 
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    set(Exhaust,'T',T_env,'P',P_env); 
    h_ex_out=enthalpy_mass(Exhaust); 
    Outputs.Q_Superheater_extra=Outputs.Q_Superheater+(h_ex_out-

h_ex_in)*Exhaust_mass_flow*(1-pertoair); % EX Mass to ACFC HERE 
else 
    Outputs.Q_Superheater_extra=0; % ONE Q INPUT PARAMETER! 
end 
Outputs.T_Exhuast_Superheater_Out=temperature(Exhaust); 
catch 
    Outputs.W_Water_Pump=0; 
    Outputs.Q_Superheater_extra=0; 
end 
%% Clean up 
W_Required=Outputs.W_Air_Pump+Outputs.W_Water_Pump; 
Outputs.W_Required=W_Required; 
Outputs.H2_W_out=Hydrogen_mass_flow*120.971*1e6; 
Outputs.C_W_in=Carbon_mass_flow*32.808*1e6; 

  
Outputs.eff=(Hydrogen_mass_flow*HHV_H2+P_out-

W_Required)/(Carbon_mass_flow*HHV_C+P_in+Outputs.Q_Superheater_extra+Ou

tputs.Q_Air_heater_extra+max([0 Q_in]))*100; 

  
end 
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