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	 ABSTRACT
Emotions play a crucial role in the practice of designing in teams. Engineers engaged 

in the activity of designing complex technical systems constantly negotiate dis-

agreements with their peers and sometimes these disagreements turn hostile. Excite-

ment and interest are suddenly replaced by frustration and contempt, and what 

started as a promising project falls short of expectations. Even though there is now a 

growing body of research about the relationship between social dynamics and engi-

neering team performance, we still lack a coherent body of knowledge about the role 

of emotions in engineering team interactions. The reasons for this lack of research 

might be partially found in an absence of appropriate research methods and theory. 

This lack of research on emotions in engineering design interactions is opposed to an 

extensive body of work on emotions in marital interactions, an area in which re-

searchers were able to powerfully relate emotional interaction dynamics with short 

and long-term outcomes. 

The present work adapts theory and methods that have been successful in pre-

dicting satisfaction and divorce in marriages to study relationships between affective 

interaction characteristics and performance relevant outcomes in engineering design 

teams. In three studies, I show that Group Hedonic Balance, the balance between 

positive and negative affect present in a team, is a strong correlate of engineering 

team performance. Drawing from this work, I then propose a theory about the rela-

tionship between intra-group conflict and performance based on affective distinc-

tions of conflict types. This affect based intra group conflict theory departs from es-

tablished theories, which are based on topical distinctions of conflict as either task, 

process or relationship-oriented. 
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	 INTRODUCTION
What makes some engineering teams deliver outstanding results while others fail to 

live up to expectations? Determinants of engineering team performance are often 

sought in technical knowledge, expertise, and interaction content. However, the prac-

tice of designing in teams is inherently social (Bucciarelli, 1988; Minneman, 1991). 

Team members interact with one another to generate and develop concepts and 

physical artifacts over time. The nature of their interaction has an impact on per-

formance relevant outcomes such as the quality of final deliverables, the fulfillment 

of personal needs, or the willingness of a team to work together in the future (Hack-

man, 1987). Researchers interested in uncovering the relationship between social 

aspects of designing in teams and performance have looked at a large variety of phe-

nomena such as question asking (Eris, 2004), gesturing activity (Tang, 1989), proc-

ess changes (Frankenberger & Auer, 1997), and many other aspects (Finger & Dixon, 

1989a, 1989b). Even specific laboratory environments were designed to study design 

interactions (Carrizosa, Eris, Milne, & Mabogunje, 2002). Despite these broad inves-

tigations of different interaction dynamics, not much has been done to look at the 

role of emotions in designing, and how the emotions designers express, or feel, shape 

subsequent performance relevant outcomes. In design, researchers have primarily 

looked at how products elicit certain emotions (Desmet, 2003, 2005; Desmet & 

Hekkert, 2007; Hekkert, 2006; Norman, 2004). Emotions, however, are recognized 

to play an important role regarding the effectiveness of teams in general (Barsade & 

Gibson, 2007; Janis, 1982; Kelly & Barsade, 2001; Tran, 2004). Especially the way a 

team handles disagreement and conflict has frequently been shown to relate to team 

outcomes (Garcia-Prieto, Bellard, & Schneider, 2003; Hinds & Bailey, 2003; Janis, 

1982; Jehn & Mannix, 2001).

The reasons for a lack of research into the emotional dynamics of engineering 

design teams might be partially found in an absence of appropriate research methods. 

Currently, most research exploring the relationship between affect and performance 
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relies on self-report measures. Tran (2004), for example, explored how specific, self 

reported emotions predict performance in decision making teams. Many self-report 

measures of affect have been developed that are easy to obtain and that have been 

frequently validated (Russell, Weiss, & Mendelsohn, 1989; Watson, Clark, & Tel-

legen, 1988; Watson & Tellegen, 1985; Wiggins, Trapnell, & Phillips, 1988). How-

ever, studies that specifically explore performance relevant aspects using question-

naires are at danger of being biased by participants’ implicit theories about perform-

ance (Staw, 1975). Dong’s studies of affective appraisal verbalizations in design in-

teractions seem to be so far the only investigation of the role of affect in design team 

interactions (Dong, 2006; Dong, Kleinsmann, & Valkenburg, 2009). These studies 

however only rely on the analysis of verbal protocols. They focus mostly on verbal-

ized displays of affect towards ideas or artifacts (e.g.”that’s a good idea”) and neglect 

other behavioral channels such as facial muscle movements or changes in voice tone 

as indicators of affect. Overall the current methods have not led to the development 

of a coherent understanding about the mechanisms underlying the relationship be-

tween the affective characteristics of engineering design team interactions and their 

performance relevant outcomes.

GROUP HEDONIC BALANCE
In contrast to researchers of engineering teams, researchers of married couples 

have developed powerful methods to gain insights into relationship between affective 

interaction dynamics and performance. In particular, the methods developed by 

Gottman and his colleagues led not only to new theory about the relationship be-

tween affective dynamics and subsequent outcomes (Gottman, 1994), but also to 

novel therapy practices (Gottman, 1999), and direct insights that couples could use 

on their own to improve the quality of their relationships (Gottman & Silver, 1994). 

Especially illustrative is a study in which Gottman and Levenson (2000) showed that 

it is possible to accurately (93%) predict the fate of a marriage based on the affective 

interaction quality determined from just a 15 minute video sample of a couple’s in-
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teraction. In another study divorce could be predicted based on the affective interac-

tion quality during the first 3 minutes of a conflict episode with 80% accuracy (Car-

rere & Gottman, 1999). Using the same methods, it was possible to predict marital 

outcomes such as satisfaction and divorce across a wide range of studies (Gottman, 

1994; Gottman, Coan, Carrere, & Swanson, 1998; Gottman, Katz, & Hooven, 1996; 

Jacobson, Gottman, Gortner, Berns, & Shortt, 1996; Levenson, Carstensen, & Gott-

man, 1994; Levenson & Gottman, 1983; Levenson & Gottman, 1985). Central to 

these studies was the idea of a balance theory of marriage (Gottman, 1993) which 

posits that couple’s ability to regulate the hedonic balance of positive and negative 

affect is critical for the quality of their interaction and long-term outcomes. A classi-

fication of couples based on their hedonic balance into regulated (more positive than 

negative) and non-regulated (more negative than positive) couples in the studies 

cited above was repeatedly shown to be predictive of marital satisfaction and di-

vorce. The notion of hedonic balance as a predictor of individual well-being has been 

established in several studies (Diener, 2000; Diener & Diener, 1996; Diener & Suh, 

1997; Kahneman, 1999; Kahneman & Krueger, 2006), but besides the work of Lo-

sada (Fredrickson & Losada, 2005; Losada, 1999; Losada & Heaphy, 2004), not 

much has been done to explore the relationship between hedonic balance and out-

comes in teams. Specifically the balance theory of marriage has not been applied to 

investigate the relationship between engineering team interaction and performance.

In this dissertation, I will therefore investigate the notion of Group Hedonic 

Balance, the balance between positive and negative affect expressed and experienced 

in a small group, as an indicator of performance in engineering teams.
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RESEARCH AIMS AND HYPOTHESES
The broad long-term objective of my research is to further our understanding of the 

mechanisms underlying the relationship between the affective characteristics of 

small work group interactions and their immediate and long-term effects on perform-

ance relevant outcomes. 

The first aim of the following three studies is therefore to adapt a set methods 

that have been successful in predicting satisfaction and divorce in marriages to solve 

the problem of understanding the relationships between affective interaction charac-

teristics and performance relevant outcomes in design teams. Specifically I want to 

use these methods to predict performance from affective dynamics in short interac-

tion samples across a variety of design scenarios.

The second aim of the following studies is to extend Gottman’s balance theory 

of affect to small groups and explore the role of Group Hedonic Balance as an indi-

cator of team performance empirically across different design relevant contexts. Spe-

cifically I hypothesize that Group Hedonic Balance correlates with performance 

relevant outcomes: Teams with a higher group hedonic balance will outperform those 

with a lower group hedonic balance.
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 DESIGNING
THE INSTRUMENT
My studies draw from three core techniques that I bring together for the study of 

design interactions: (1) Thin slicing of team behavior, (2) systematic observation of 

behavior and (3) Lab-sampling of team behavior. These techniques were adapted in 

several rounds of prototyping with different types and sizes of engineering teams. I 

introduce these techniques here to give an overview about the approach used in my 

studies. My central goal was to design procedures that would allow me to capture a 

small sample of a group’s interaction that would be representative of its affective 

interaction style. Systematic observation of behavior and thin slicing are used in all 

three studies, while lab-sampling of team behavior is only used in the third study.

THIN SLICING OF TEAM BEHAVIOR
Thin-slicing refers to the process of making accurate classifications based on small 

samples, or “thin slices” of expressive behaviors (Ambady & Rosenthal, 1992). The 

thin-slicing research showed powerfully that certain behavioral characteristics are 

stable over time and that only a small interaction sample is necessary to make mean-

ingful judgments about behavior occurring over longer durations such as hours, or 

even months. For example, in a frequently cited study, Ambady and Rosenthal 

(1993) showed that end-of-semester teacher evaluations could be accurately classi-

fied based on judgments of 30 second silent video clips of the respective teachers. In 

addition to its more prominent applications in predicting teacher evaluations (Am-

bady & Rosenthal, 1993) and marital outcomes (Carrere & Gottman, 1999; Gottman 

& Levenson, 2000), the method of thin slicing has been applied successfully across a 

wide range of other contexts such as doctor-patient interactions, family interactions, 

interviews, or work related interactions (Ambady & Rosenthal, 1992). In a meta-

analysis across 38 different studies, Ambady and Rosenthal (1992) were able to show 

that short behavioral samples ranging between 30 seconds and 5 minutes, are highly 
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indicative of long-term characteristics, irrespective of the specific context they were 

taken in. The method of thin slicing is particularly relevant when gathering data 

about the interactions of real teams that exist not only for a few minutes or hours in 

the lab but over weeks, months or even years. 

SYSTEMATIC OBSERVATION OF BEHAVIOR
Systematic observation refers to a particular approach of quantifying behavior 

according to which trained observers record occurrences of specific behaviors in 

correspondence with a preciously defined coding scheme (Bakeman & Gottman, 

1986). The goal of this approach is “for properly trained observers to produce identi-

cal protocols, given that they observed the same stream of behavior” –  (Bakeman & 

Gottman, 1986). Often audio or video recordings are used as a basis for coding.

One of two central components of the method of Systematic Observation is 

the catalog of behavior codes or “Coding Scheme”. Two approaches can be distin-

guished in developing a coding scheme: To (1) derive it from existing theory “top 

down”, or (2) to develop it using a more grounded approach “bottom up”, deriving it 

from the close observation of behavior itself (Weingart, Olekalns, & Smith, 2004). 

The line between these two approaches is necessarily blurred in practice and most 

approaches are somewhat hybrid, as their development often iterates between the 

formation of new codes from close observation and their comparison to existing the-

ory. A final coding scheme has to both define how a behavioral is unitized, and then 

how the isolated units are classified. Some coding approaches start by unitizing the 

data and then categorize the units afterwards. This can even be done be separate ob-

servers. Other approaches use more simultaneous procedures for unitizing and cate-

gorizing behavioral streams. Finally coding schemes can be placed on a continuum 

between physically based and socially based coding schemes. According to Bakeman 

and Gottman (1986), physically based schemes are schemes with clear and well-

understood roots in the organism’s physiology, and socially based schemes are 
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schemes that deal with behavior whose very classification depends far more on ideas 

in the mind of the investigator (and others) than on mechanisms in the body.

The other central component of Systematic Observation is the demonstration 

of reliability of coders. Coder reliability refers to the level of agreement between two 

independent observers of the same stream of behavior. A common measure for the 

assessment of coder reliability is Cohen’s Kappa (Cohen, 1960), which determines 

the level of agreement corrected for chance agreements,  in comparison to the often 

used percent-agreement. Weingart and colleagues have distinguished between two 

types of reliability: Unitizing reliability and interpretive reliability (Weingart, et al., 

2004). Unitizing reliability refers to the degree of agreement regarding identifica-

tions of units to be categorized and interpretive reliability refers to the degree of 

agreement in assigning the labels to the units.

Three prominent examples of coding systems for affect are the Facial Action 

Coding System (FACS) (Ekman & Friesen, 1978), the Specific Affect Coding Sys-

tem (SPAFF) (Coan & Gottman, 2007) and the Rapid Couples Interaction Scoring 

System (RCISS) (Krokoff, Gottman, & Hass, 1989). Of these three FACS could be 

characterized as a physically based scheme as it classifies behavior on the level of 

movement. FACS assigns numbered Action Units (AUs) to specific muscle move-

ments in the face and a specific subset of AUs have been associated with emotional 

expression. SPAFF and RCISS, on the other hand, classify behavior on the level of 

the affective meaning that behavior has in a particular cultural context. They both 

make affect distinctions not only based on facial muscle movements, but also on 

changes in vocal tone, content, and body movement. Additionally, coding in RCISS 

and SPAFF relies on a cultural informant approach (Coan & Cottman, 2007), by 

which coders make categorizations on a gestalt level. These unique characteristics 

make RCISS and SPAFF very powerful coding schemes, but also very difficult to 

train and use. 
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LAB-SAMPLING OF TEAM BEHAVIOR
Most researchers studying interactions in design teams make a trade-off between 

studying “real” teams in the field, or “artificial” teams in the lab. The study of real 

teams offers advantages regarding external validity of results, but due to varying 

contexts the teams are observed in, it is often difficult to separate the phenomena of 

interest from the context they were observed in and to generalize the results ob-

tained. The study of laboratory teams, on the other hand makes it easier to isolate 

phenomena of interest and produce generalizable results, but it is questionable how 

externally valid insights are that were gained with teams that only existed for the 

duration of a study. The approach used by Gottman and his colleagues in their stud-

ies with couples, combines advantages of both approaches. As it has been done with 

couples (Gottman & Levenson, 1992), I can bring “real” teams into a laboratory en-

vironment and observe their interaction behavior under controlled conditions. Even 

though teams are expected to behave differently in a lab context, I expect them to 

have different affective styles of interaction and that those styles will be observable 

in the lab. As with couples, I assume those styles to be indicative of a team’s behav-

ior in the field. To generate a sample of behavior that is reflective of a team’s interac-

tion style I modified a emotion elicitation task that was developed to elicit high 

arousal emotions in dyads (Roberts, Tsai, & Coan, 2007) for the use with teams. The 

specific tasks sets up a conflict discussion that “amplifies” the emotional characteris-

tics of a team interaction so that differences between teams can be observed more 

clearly. 
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 STUDY 1 –
SOFTWARE ENGINEERING

INTRODUCTION: PAIR PROGRAMMING
The goal of my first study was to investigate the relationship between affec-

tive dynamics and performance in pair programming - a specific practice according 

to which two software engineers work together shoulder-to-shoulder at a single com-

puter to solve a programming task. I was particularly interested in exploring the idea 

of affective balance as a critical indicator of team performance.

Studies of pair programming in university programming classes have shown 

that pair programming yields better design, more compact code, and fewer defects 

for roughly equivalent person-hours (Cockburn & Williams, 2000; Hanks, 2005; 

Nicolescu & Plummer, 2003; Williams & Kessler, 2002; Williams, Kessler, Cun-

ningham, & Jeffries, 2000). Studies have also noted that pair programmers exhibit 

greater confidence in their code and more enjoyment of the programming process 

(Beck & Andres, 2004; Hanks, McDowell, Draper, & Krnjajic, 2004; Hanks, 2005; 

McDowell, Werner, Bullock, & Fernald, 2003; Nosek, 1998). Positive results with 

pair programming have lead to speculation that a collateral benefits of the practice 

may include improved morale and project knowledge shared efficiently across the 

development team in a manner that can be expected to improve productivity in sub-

sequent development cycles (Beck & Andres, 2004). In spite of these compelling 

results, the adoption of pair programming has faced resistance and skepticism from 

both managers and programmers. While this may simply be a result of either the 

novelty of the practice or skepticism of the larger methodological context (Extreme 

Programming/Agile methods) in which pair programming is often introduced, there 

is some evidence that pair programming may not necessarily be appropriate for eve-

ryone (Dick & Zarnett, 2002). Furthermore there is evidence that demonstrates that 

pair programming can be less efficient than solo programming (Nawrocki & Wo-
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jciechowski, 2001). Given these contradictions it is still an open question as to when 

and why pair programming works.

While past research focusing on pair programming interactions has looked at 

personality type influences (Hannay, Arisholm, Engvik, & Sjoberg, 2010; Salleh, 

Mendes, Grundy, & Burch, 2009; Sfetsos, Stamelos, Angelis, & Deligiannis, 2009; 

Walle & Hannay, 2009), and collaborative behavior such a keyboard switching 

(Chong & Hurlbutt, 2007), driving and navigating behavior (Chong & Hurlbutt, 

2007; Chong, et al., 2005), and communication (Dick & Zarnett, 2002; Stapel, 

Knauss, Schneider, & Becker, 2010), no research up to date has focused on the qual-

ity of pair programming interactions by investigating affective interaction dynamics 

nor have methods been proposed to measure and study these dynamics.

The dyadic nature of pair programming lends itself to an investigation from a 

marital interaction perspective. This study was a first approach to the question of 

whether I can apply methods from the study of affect in marital interaction meaning-

fully to understand affective dynamics and performance in engineering interactions. 

Based on Gottman’s Balance Theory of Marriage (Gottman, 1993) I hypothesized 

that:

H: The Group Hedonic Balance assessed from a thin slice of a pair pro-

gramming interaction will be positively correlated with subjective and objec-

tive programming outcomes.
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METHOD
For the purpose of my investigation into the emotional dynamics of pair program-

ming interactions I re-investigated a data-set that was collected in a previous labora-

tory study (Chong, et al., 2005; Leifer, Plummer, Chong, & Toye, 2008). The original 

study was designed to explore differences in programming performance between pair 

programming and solo programming and therefore compared the performance of 19 

pair programmers with that of 9 solo programmers. For this investigation, I was only 

interested in the pair programming groups and their performance. The previous study 

had shown that the performance of the various pairs was spread out considerably but 

without any pattern that could be explained by the previously collected metrics. For 

example, performance did not improve with similarity of the task to normal work 

tasks, proficiency in Java, length of acquaintance with partner (possibly zero), or 

prior experience in pair programming with a specific partner. This made it particu-

larly interesting for a detailed analysis of the differences in the affective quality of 

their interactions.

Materials and Measures
Video Data: Starting point for my analysis were 16 of the originally 19 hi-8 video-

tapes that were recorded during the original study. Two video records were missing 

at the time of my analysis and one additional pair had to be dropped because they 

misinterpreted the task. A video record always showed one pair programming team 

engaging in a short (ranging between 30 and 90 minutes) warm-up task followed by 

the longer calendaring task to develop a java program to find the best meeting times 

for a group of required and optional participants. Each pair was working on a single 

computer with two large flat-panel monitors, a single keyboard, and a single mouse.

The videos were recorded in a quad-view format, showing the pair from four 

different angles, resulting in a very low video resolution per stream. All subjects in 

the study were professional programmers, who were paid near-industry-standard 

rates for their time. Some of the programmers had known each other previously and 

some had not. The average time for a team to finish the calendaring task was 5 hours 
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and 2 minutes ranging from 2 hours and 23 minutes for the fastest pair to 7 hours and 

55 minutes for the slowest pair. 

Age Professional Experience 
in years

Years to know Partner

M 	27.6 	5.05 	3.38
SD 	3.5 	3.17 	3.77
Minimum 	23.5 	1.75 	0.0
Maximum 	37.0 	13.5 	10.0
N = 16N = 16N = 16N = 16

Performance Measures: I used two subjective and two objective performance meas-

ures that had been generated as part of the original study. The two subjective meas-

ures were (1) satisfaction with the programming experience,  and (2) satisfaction with 

the developed code. Both measures were operationalized using one Likert scale sur-

vey item ranging from 1 (low) to 7 (high). The two objective measures were (3) du-

ration to solve the calendaring task,  and (4) code performance. Code performance 

was operationalized by scoring the developed code. The scoring procedure consisted 

of running the subjects' code on a comprehensive suite of 19 test cases that exercised 

all of the features they were meant to implement. Scores were determined by award-

ing one point for each test passed, resulting in a scale of 0 to 19 points. The average 

score for all pairs was 11.5, ranging from 0 points for the lowest performing pairs to 

19 points for the highest performing pairs.

(1) (2) (3) (4)

Outcome Variables
(1) Code Performance [0-19] 
 – 	 -.59* 	 .71** 	 .68**
(2) Duration [min] 
 – 	 -.07 	 -.60*
(3) Feelings about Code [1-7] 
 – 	 .79**
(4) Feelings about Experience [1-7] 
 –

Descriptives
M 	 12.27 	 289.33 	 4.3 	 5.43
SD 	 7.52 	 98.96 	 1.53 	 0.92
Minimum 	 0 	 143 	 1.5 	 4
Maximum 	 19 	 447 	 7 	 7

Note: All correlations are Pearson correlations.
N = 16
*p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations.
N = 16
*p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations.
N = 16
*p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations.
N = 16
*p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations.
N = 16
*p < .05, **p < .01 (two-tailed)
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Procedures
As an overall procedure for coding the occurrence of affective behavior in the vid-

eos, I combined a thin-slices approach with that of systematic observation of behav-

ior.

Sampling of 5-Minute Slices: I extracted five-minute “slices” from each of the 16 

video clips inspired by studies on dyadic negotiation interaction (Curhan & Pentland, 

2007) and marital interactions (Carrere & Gottman, 1999). I always selected the first  

five minutes of each video showing the pairs working on the calendaring task for a 

detailed affect-interaction analysis (See Figure 3.1).

Five minutes segments were chosen because of what was thought to be a rea-

sonable compromise between accuracy of the analysis and effort to code the videos. 

This choice was supported by Ambady and Rosenthal’s (1992) meta-analysis on thin 

slicing. They found that that assessments made based on just 30 seconds did not vary 

significantly from those made from samples that were 5 minutes long. It is especially 

encouraging that they could show strong correlations across 38 different interaction 

contexts. Finally, their study about teacher evaluations showed that a 30-second 

sample is enough to even assess an interaction that lasts several months thus giving 

me confidence that a five minute sample is more than enough to assess a pair’s inter-

action style (Ambady & Rosenthal, 1993). The first five minutes were chosen for 

several reasons. (1) When looking at interactions qualitatively from start to finish, I 

observed, that the general interaction style did not change over time. This notion is 

also supported by the thin slicing literature that shows that accurate predictions are 

possible independent of the time the sample is taken at. (2) In research on marital 

interactions, it has been shown that particularly the startup phase of an interaction 

can give valuable insights and higher predictive accuracy. Therefore, even though 

any five-minute sample would have probably given me sufficient insight of the inter-

action style of a pair, this research suggests that the first 5 minutes are particularly 

useful in making accurate assessments.
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FIGURE 3.1
Pair programming 
study: Procedure over-
view. 



Coding of the Selected Samples: For systematic observation, I used a slightly adapted 

version of the Rapid Couples Interaction Scoring System (RCISS) (Krokoff,  Gott-

man, & Hass, 1989). I chose RCISS for two reasons: First, it is faster than the Spe-

cific Affect Coding System (SPAFF), and second, it is more granular in capturing 

minute differences in listener behavior.  The modifications to the original coding 

scheme were necessary to adapt the coding system so that it would capture the affec-

tive differences between the various pairs. Couples interactions such as the ones that 

were used to develop RCISS, show huge differences in expressive behavior because 

they were generated in the context of a highly engaging conflict discussion. The pair 

programming teams, on the other hand,  were not set out to be in conflict, and they 

did not share a long history together and thus affective differences in between them 

were much more subtle. For example expressions of contemptuous or frustrated be-

havior are common in marital conflict interactions but could hardly be observed dur-

ing interactions of programming pairs. The adapted RCISS used for this study con-

sisted of 13 speaker codes and 10 listener codes (see table 3.3).

Speaker Codes Listener Codes


Interest Backchannels present


Validation Facial movement present

 Excitement Looking at each other Humor/Laugh Positive facial expression
Empathy Responsive facial movement


Other Positive



Complain No backchannels


Criticize No facial movement


Constrained Anger No looking at each other

 Defensive Negative facial expression Yes-but Stonewalling
Put down


Tension/Tense humor


Other negative
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TABLE 3.3
Modified RCISS cod-
ing scheme used in the 
pair-programming 
study.



The coding itself was performed in two steps using VCode, a behavioral cod-

ing software (Hagedorn, Hailpern, & Karahalios, 2008). In a first step each video 

was segmented into speaker-turns (81 speaker turns on average). The second step 

then consisted of watching one speaker-turn at a time and checking all codes that 

applied from the list of available RCISS codes. An average 5-minute segment had a 

total of 146 codes with 22 speaker codes and 124 listener codes. Figure 3.2 shows a 

16-second window of a coded video. I initially coded all videos, and 50% of the vid-

eos were randomly selected and coded by a second observer. It took approximately 

20 minutes to code speaker turns for each video in a first pass and 30 minutes to do 

the emotion coding using RCISS for each video in the second pass. At the time the 

videos were coded, both observers were blind to the performance of the teams. Addi-

tional data was only accessed after the coding was completed.
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FIGURE 3.2
VCode interface show-
ing a 16-second section 
coded in RCISS. The 
orange and yellow 
squares in the upper 
rows indicate speaker 
turns. The red and green 
squares in the lower part 
mark occurrences of 
negative and positive 
behaviors respectively.



RESULTS
The average Kappa (Cohen, 1960) for the modified RCISS coding was computed 

using GSEQ, a software for sequential data analysis (Bakeman & Quera, 1995). The 

coder reliability analysis for the eight double-coded videos revealed a Kappa of 

κ=0.50 for the speaker codes and a Kappa of κ=0.44 for the listener codes. Accord-

ing to Altman (Altman, 1991) and Landis (Landis & Koch, 1977), these are consid-

ered moderate levels of agreement. From the videos that were coded twice, I ran-

domly selected one file to be included in the analysis. 

To analyze the data I compared measures of affective balance of each pair 

with the respective performance relevant outcomes. Based on the RCISS codes, I 

classified the programming pairs into five regulated (R) and eleven non-regulated 

(NR) pairs as the main predictor variable. In studies of marital interaction this dis-

tinction was highly predictive of subjective (e.g. marital satisfaction) as well as ob-

jective  (e.g. divorce) marital outcomes (Gottman, 1994). For each conversational 

turn the total number of positive RCISS codes minus the total number of negative 

codes was computed for each programmer. Then the cumulative total of the resulting 

scores were plotted over the number of speaker turns for each programmer.
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FIGURE 3.3
Point graphs of a regu-
lated and a non-
regulated programming 
pair. The graphs always 
show the emotion tra-
jectories for each pro-
grammer separately. 
The left graph is drawn 
from a pair that scored 
amongst the lowest in 
the sample and the right 
graph is drawn from a 
pair that scored 
amongst the highest of 
the pairs studied.



I determined the slopes of each point graph using linear regression analysis.  

The average r-squared for a linear fit to the point graphs was 0.87, indicating a stable 

trend in each pair’s affective style. As described in (Gottman & Levenson, 1992), I 

then classified a pair as regulated if both slopes were significantly positive and non-

regulated if they did not both have significant slopes. Figure 3.3 shows an example 

of a regulated and a non-regulated programming pair. Additionally I calculated a 

second continuous predictor variable by taking the mean slope of the two regression 

lines as a measure of the group hedonic balance.As subjective outcome variables I 

used the satisfaction with the code and the satisfaction with the programming experi-

ence. As objective outcome variables I used the Code Performance Score and the 

Duration. A t-test was performed to test the relationship between the binary (regu-

lated vs non-regulated) predictor variable and the outcome variables. Pearson corre-

lations were used to test the relationship between group hedonic balance and per-

formance. Because the Code Performance score, D(17) = 0.25, p < .05, was signifi-

cantly non-normal, I examined Kendall’s tau correlation coefficients to test the rela-

tionship between group hedonic balance and Code Performance. 

My hypothesis was that group hedonic balance would be predictive of 

performance-relevant outcomes and indeed the hedonic balance based classification 

into regulated and non-regulated pairs was predictive of several performance rele-

vant outcomes. 
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Subjective Performance: 
On average, regulated pairs (M = 6.10, SE = 0.33) were significantly more satisfied 

with the overall programming experience than the non-regulated pairs (M = 5.10, SE 

= 0.27), t(13) = 2.25, p < 0.05 (one-tailed), r = .53. In addition, regulated pairs (M = 

5.60, SE = 0.40) were significantly more satisfied with the developed code than the 

non-regulated pairs (M = 3.65, SE = 0.43), t(13) = 2.85, p < 0.01 (one-tailed), r = .62.

I also noted that the continuous Group Hedonic Balance score was signifi-

cantly related to the satisfaction with the developed code, r = .73, p (one-tailed) < 

.01, and to the satisfaction with the overall programming experience r = .63, p (one-

tailed) < .01.

Objective Performance:
In terms of the code performance scores, regulated pairs (M = 18.20, SE = 0.58) 

wrote, on average, significantly better code than the non-regulated pairs (M = 10.18, 

SE = 2.35), t(14) = 2.25, p < 0.01 (one-tailed), r = .66. In addition,  regulated pairs (M 

= 235.20, SE = 20.01) took, on average, less time to finish the task than the non-

regulated pairs (M = 317.55, SE = 31.23). This difference was not significant, t(14) = 

-1.68, p > 0.05 (one-tailed); however it did represent a medium-sized effect r = .41.
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FIGURE 3.4
Bar charts comparing 
subjective performance 
between regulated and 
non regulated pairs.The 
figures above show the 
differences in subjec-
tive performance meas-
ures for regulated vs. 
non-regulated pro-
gramming pairs. All 
error bars are +- 1 
standard error.



I also noted that the continuous Group Hedonic Balance score was signifi-

cantly related to the Code Performance, τ = .40, p (one-tailed) < .05. Group Hedonic 

Balance was not significantly related to the Duration it took a pair to complete the 

task. However, pairs that scored high in terms of their code performance also took 

significantly less time to complete the task, τ = -.40, p (one-tailed) < .05. As can be 

seen from the error bars, the variance of scores in each group (regulated vs. non-

regulated) varied greatly. While the regulated pairs all performed well, the perform-

ance of the non-regulated pairs covered a wider range of higher and lower scores. 

The large variance in scores is in line with the data collected in the original study that 

compared single programmers with pairs. The study showed that in this task pairs did 

not show any significant performance advantages over solo programmers. Therefore 

a possible explanation might be that in the non-regulated pairs, one person might 

have just developed the solution alone. In one of the non-regulated pairs for example 

that still reached the highest possible code performance score, a highly experienced 

programmer took on most of the work by himself, leaving his partner to just watch 

most of the time. This explanation would suggest that in more complex and interde-

pendent tasks less of the non-regulated pairs would be able to perform that well. Fur-

ther research on affective dynamics should therefore attempt to create task settings 

that are complex enough, highly relevant, and engaging.
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Exploratory Analyses and Results
In addition to testing the correlation between Group Hedonic Balance and perform-

ance, I performed an exploratory analysis to generate insights into specific affect 

behaviors and their relationship with pair programming performance. For each of the 

speaker and listener code categories, I calculated the average number of codes per 

turn and compared it with the subjective and objective performance measures (see 

table below). Additionally I explored correlations between the number of speaker 

turns and outcomes. Due to the exploratory nature of this analysis, correlations at the 

10 percent level are flagged as significant as well.

The number of speaker turns in the five-minute slice was negatively correlated 

with the time it took for a pair to finish the programming task, r = -.61, p < .05, (two-

tailed). Several positive and negative speaker behaviors were significantly correlated 

with subjective and objective performance metrics as shown in the table below. The 

strongest correlate with performance among the listening behaviors was the mere 

presence or absence of any listening behavior. The presence of back-channeling be-

havior (BCP) to take one, was significantly correlated with objective code perform-

ance (r = .47, p < .05, two-tailed), programming duration (r = -.53, p < .05, two-

tailed), satisfaction with the code (r = .69, p < .01, two-tailed), and satisfaction with 

the overall programming experience (r = .66, p < .01, two-tailed).
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Objective PerformanceObjective Performance Subjective PerformanceSubjective Performance
Code
Performance

Duration Satisfaction 
with Code

Satisfaction with
Experience

Interactivity
Speaker Turns 	 .26 !-.61* 	 .14 	 .24

Positive Speaker Behaviors (Counts per Turn)
Interest 	-.16 	 .40 	-.06 	-.03
Validation 	 .08 	 .19 	 .21 	 .03
Excitement ! .41* 	-.31 ! .50✝ 	 .43
Humor ! .43* 	-.24 	 .31 	 .44

Negative Speaker Behaviors
Defensiveness 	-.02 	-.04 	-.39 	-.41
Yes-But 	-.12 	 .10 	 .05 	-.36
Put-Down !-.40* 	 .24 	-.17 !-.56*
Complaint 	-.20 	 .37 	-.39 	-.32
Other Negative 	 .08 	-.37 	 .04 	 .02
Tension 	-.10 	-.10 	-.04 	 .02
Constrained Anger 	-.27 	 .38 	-.31 !-.45✝

Positive Listener Behaviors
BCP ! .47* !-.53* ! .69** ! .66**
FMP 	 .13 	-.11 ! .48✝ 	 .21
LSP 	 .10 	-.01 ! .55* 	 .42
PFE 	-.29 	 .21 !-.57* 	-.26
RFP 	 .05 	-.12 	 .18 	 .28

Negative Listener Behaviors
NBC !-.42* ! .50* !-.71** !-.64*
NFM 	-.05 	-.11 	 .21 	-.15
NLS 	-.10 	-.10 	 .21 	-.15
NFE 	-.27 	-.10 	-.41 	-.20
STW 	-.20 	 .00 	-.43 	-.23

Aggregated Behaviors
Positive Speaker Behaviors ! .38* 	 .03 ! .46* 	 .28
Positive Listener Behaviors ! .34✝ 	-.27 ! .58** ! .54**
Positive Behaviors ! .38* 	 .03 ! .46* 	 .28
Negative Speaker Behaviors 	-.15 	 .03 	-.12 	-.18
Negative Listener Behaviors !-.38* 	 .25 !-.56** !-.46*
Negative Behaviors 	-.15 	 .03 	-.10 	-.14

Note: All correlations are Pearson correlations, only correlations with Code Performance (First Column) are Kendall’s Tau 
correlations. The codes “Criticism” and “Empathy” are dropped because no occurrences were observed in the data. Vari-
ables are mean counts of behavior occurrences per turn.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling. Positive Listener Codes: BCP = backchannel behavior present, FMP = facial 
movement present, LSP = looking at speaker, PFE = positive facial expression, RFP = responsive facial movement.
N = 16
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Code Performance (First Column) are Kendall’s Tau 
correlations. The codes “Criticism” and “Empathy” are dropped because no occurrences were observed in the data. Vari-
ables are mean counts of behavior occurrences per turn.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling. Positive Listener Codes: BCP = backchannel behavior present, FMP = facial 
movement present, LSP = looking at speaker, PFE = positive facial expression, RFP = responsive facial movement.
N = 16
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Code Performance (First Column) are Kendall’s Tau 
correlations. The codes “Criticism” and “Empathy” are dropped because no occurrences were observed in the data. Vari-
ables are mean counts of behavior occurrences per turn.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling. Positive Listener Codes: BCP = backchannel behavior present, FMP = facial 
movement present, LSP = looking at speaker, PFE = positive facial expression, RFP = responsive facial movement.
N = 16
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Code Performance (First Column) are Kendall’s Tau 
correlations. The codes “Criticism” and “Empathy” are dropped because no occurrences were observed in the data. Vari-
ables are mean counts of behavior occurrences per turn.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling. Positive Listener Codes: BCP = backchannel behavior present, FMP = facial 
movement present, LSP = looking at speaker, PFE = positive facial expression, RFP = responsive facial movement.
N = 16
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Code Performance (First Column) are Kendall’s Tau 
correlations. The codes “Criticism” and “Empathy” are dropped because no occurrences were observed in the data. Vari-
ables are mean counts of behavior occurrences per turn.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling. Positive Listener Codes: BCP = backchannel behavior present, FMP = facial 
movement present, LSP = looking at speaker, PFE = positive facial expression, RFP = responsive facial movement.
N = 16
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Code Performance (First Column) are Kendall’s Tau 
correlations. The codes “Criticism” and “Empathy” are dropped because no occurrences were observed in the data. Vari-
ables are mean counts of behavior occurrences per turn.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling. Positive Listener Codes: BCP = backchannel behavior present, FMP = facial 
movement present, LSP = looking at speaker, PFE = positive facial expression, RFP = responsive facial movement.
N = 16
✝p < .1, *p < .05, **p < .01 (two-tailed)
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TABLE 3.4
Results of the explora-
tory analysis for the 
pair-programming 
study.



DISCUSSION
With this study, I introduced the Group Hedonic Balance a useful metric for describ-

ing the affective quality of pair programming interactions. The group hedonic bal-

ance assessed during the first five minutes of a software engineering interaction sig-

nificantly correlated not only with subjective performance measures but also with the 

objective quality of the developed code. In addition, I found that it is possible and 

meaningful to draw a distinction between regulated and non-regulated programming 

pairs based on differences in their affective interaction dynamics. This classification 

of programming teams into regulated and non-regulated pairs was predictive of sub-

jective as well as objective performance measures. The usefulness of the distinction 

between regulated and non-regulated pairs is also supported by qualitative observa-

tions. What characterized non-regulated pairs were generally low levels of energy, 

with little interactivity, evidence of non-listening, and a constant presence of friction 

between the programmers. There was rarely any humor, or curiosity in those pairs. 

Regulated pairs, on the other hand, exhibited high levels of energy and interactivity, 

participants often laughed or told jokes, and there were ample signs that the partici-

pants were listening to each other and visibly seemed to enjoy working with each 

other. A limitation of this study is that the resulting sample size of 16 pairs can be 

considered low. However, a meta analysis by Hannay and colleagues (Hannay, Dyba, 

Arisholm, & Sjoberg, 2009), reviewing 18 empirical studies of pair programming, 

revealed that 17 pairs is a relatively large sample in comparison with current studies 

on pair programming: The average sample size among the studies investigated was 

only 18 pairs, with only six studies having used larger samples than the 16 I used 

here.

In sum, this study was successful in taking methods from the study of affect in 

marital interactions and applying them to gain insight into technical work. A positive 

Group Hedonic Balance is not only an important indicator for stable marriages but 

also a critical indicator of successful engineering-teams. 
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 STUDY 2 – NEGOTIATION

INTRODUCTION: DISPUTE RESOLUTION
The goal of this study was to explore the relationship between affective interaction 

dynamics and team performance and specifically to examine the relationship be-

tween Group Hedonic Balance and performance by focusing on a central activity in 

engineering design: negotiation. Negotiations play a crucial role in the interactions of 

engineering teams (Bucciarelli, 1988, 2002) and affective interaction dynamics in-

fluence their process and outcome (Curhan & Pentland, 2007). Even though most 

negotiations involve two or more persons interacting, the majority of past research 

on negotiation and emotion has been dominated by a focus on the intrapersonal rela-

tionships between affect and cognition (Morris & Keltner, 2000). In this line of re-

search people have explored things such as the role of affect on problem-solving, 

decision making, or risk-taking (Isen & Baron, 1991; Johnson & Tversky, 1983). It is 

only recently that the focus has partially shifted towards an interest in the interper-

sonal and social functions of emotions (Morris & Keltner, 2000; Van Kleef, 2007; 

Van Kleef, De Dreu, & Manstead, 2004). Most studies focusing on the social func-

tions of emotions have looked at a few specific emotions such as anger or happiness  

and their isolated effects on the opposite party in a negotiation (Van Kleef, De Dreu, 

& Manstead, 2004). However to the author’s knowledge, at the point of this study 

nothing has been done to study the role of a negotiation pair’s balance of positive 

and negative affect as a correlate of negotiation performance. I therefore hypothe-

sized that:

H: The Group Hedonic Balance assessed from a thin slice of a two-party ne-
gotiation will be positively correlated with subjective and objective negotia-
tion outcomes.
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In addition to exploring this hypothesis, this study built on the previous study 

in several ways: First, I wanted to increase the number of subjects to allow for more 

statistically robust conclusions. Second, I wanted to include more detailed and estab-

lished subjective measures of performance. Third, because the pair programming 

interactions were so low in their expressiveness of emotions I wanted to select a task 

context that would allow for more emotionally engaging interactions. Finally I 

wanted to generate higher quality videos, to be able to look at facial expressions, 

which had not been possible in the previous study. 
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METHOD

Participants
Participants were drawn in pairs from a graduate level negotiation class at Stanford 

University. In this class students are introduced to a particular negotiation framework 

that originates from the Program of Negotiation at Harvard University. In the class 

students have to negotiate cases every week as homework assignments and the expe-

rience and insights gained from the cases are then discussed later in class. For this 

study I recruited students by asking them to negotiate their homework case, a two 

party dispute resolution, in a laboratory environment while being videotaped, so that 

their negotiation process would be available for detailed analysis. I recruited students 

from a specific negotiation case that was chosen for its task qualities which I will 

describe later and because the case was given at an early stage of the class (3rd 

week) and I was hoping that at that point the participants would not have converged 

onto the specific negotiation style taught in the class.  52 students (26 pairs) agreed 

that their negotiation interaction could be recorded as part of a study. Participants 

ranged in age from 19 to 32 (M = 24.2, SD = 3.4). Detailed participant statistics are 

displayed in the table below. Participants were randomly grouped into pairs resulting 

in 4 all female pairs (15.4%), 7 all male pairs (26.9%), and 15 mixed pairs (57.7%).

Frequency Percent

Sex female 23 44.2
male 29 55.8
total 52 100

Ethnicity Caucasian 33 63.5
Asian-American 12 23.1
Hispanic/Latino-American 2 3.8
Other / Multi-Ethnic 5 9.6
total 52 100

Major Engineering 29 55.8
Business 8 15.4
Other 15 28.8
total 52 100
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Materials and Measures
Rapid Couples Interaction Scoring System (RCISS):  As in the previous study, I used 

an adapted version of the Rapid Couples Interaction Scoring System (RCISS) to 

quantify affective behavior (Krokoff, Gottman, & Hass, 1989). This choice again 

was driven by the amount of time that would be required to code a video and by the 

high granularity in capturing listener behaviors such as whether the listener looks at 

the person who is speaking, or nods.

 

Speaker Codes

Negative Task Talk Neutral or Positive Task Talk

Speaker Codes

Tension Validation

Speaker Codes

Tense Humor Excitement

Speaker Codes
Constrained Anger Humor / Laugh

Speaker Codes Defensiveness AffectionSpeaker Codes

Yes-But

Speaker Codes

Criticize

Speaker Codes

Put Down (Domineering / Con-
tempt / Belligerence)

Listener Codes

No Backchannels Backchannels Present

Listener Codes
No Facial Movement Facial Movement Present

Listener Codes No Looking at Speaker Looking at SpeakerListener Codes
Negative Facial Expression Positive Facial Expression

Listener Codes

Stonewalling Responsive Facial Movement

Performance: I assessed subjective and objective measures of group performance 

after the conclusion of each negotiation. As the main subjective performance meas-

ure I used the Subjective Value Inventory (SVI) (Curhan, Elfenbein, Xu, Cambridge, 

& Drive, 2006) and averaged the scores for each pair.  The Subjective Value Inven-

tory is a survey instrument to assess the subjective value of a negotiation. The overall 

subjective value (SVI Global) is comprised of four factors,  namely feelings about the 

instrumental outcome (SVI Instrumental), feelings about the self (SVI Self), feelings 

about the negotiation process (SVI Process), and feelings about the relationship (SVI 

Relationship). As objective performance measures I assessed the duration it took for 

a group to conclude the negotiation, the monetary agreement each group made, and 

the complexity of an agreement as operationalized by counting the number of addi-

tional agreements beyond the monetary one.
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Procedure
This study was conducted in the context of a graduate level negotiation class at Stan-

ford University. The task was a dispute resolution about the cost of an auto repair 

(Patton, 1982):

Dr. Susan Garfield has a billing dispute with John Eazer, owner of a local 
garage, over some repair work done on Garfield’s car. Finding the bill signifi-
cantly higher than the original informal estimate, Garfield angrily confronted 
Eazer. Eazer prepared a second bill at an even higher figure. Frustrated, Gar-
field returned to the garage after closing time with a spare key and drove her 
car home, without paying anything. Eazer turned to his child-in-law, an attor-
ney, wishing to file a criminal complaint. When phoned, Garfield referred the 
attorney to her father, a senior partner in a local law firm. Garfield’s father is 
letting one of his young associates handle the case. 

This task was selected because each participant takes on the role of a repre-

sentative (attorney). It was assumed that this would make it easier to identify with 

the given role and therefore create a more emotionally engaged interaction. Addi-

tionally this case was chosen because there were no status differences between roles. 

Participants were randomly formed into one of 26 dyads. Within each dyad it was 

then determined at random who would represent which role (Garfield’s attorney or 

Eazer’s attorney) and then these specific pairings and role assignments were pre-

sented to the students in class. Each participant received the specific instructions for 

their role in the dispute resolution one week prior to the negotiation.  Certain aspects 

of the case were shared between participants, others were confidential.

Negotiation: Students arrived at the lab, were greeted by the experimenter, escorted 

into a small room, and seated in chairs across a round table facing each other.  A mi-

crophone was placed on the table and two cameras were placed so that they recorded 

each person’s upper body and face and an additional camera recorded the entire 

scene. After giving general instructions and obtaining participants’ consent to be 

audio and videotaped, the experimenter started the video recording equipment and 

29



asked the participants to start their negotiation. No guidance was given as to how to 

conduct the negotiations and no time-limit was set for finding a conclusion. Immedi-

ately after finishing the negotiation, the experimenter entered the room and asked the 

participants to fill out a paper version of the subjective value inventory (Curhan, El-

fenbein, Xu, & Drive, 2006) which asked them to report on their feelings about the 

instrumental outcome (e.g. “How satisfied are you with your own outcome?”), feel-

ings about the self (e.g. “Did you ‘lose face’  in the negotiation?”), feelings about the 

negotiation process (e.g.  “Did you characterize the negotiation process as fair?’), and 

feelings about the relationship (e.g. “Did the negotiation make you trust your coun-

terpart?”).

Systematic Observation of Behavior: From each of the 26 the video-recordings I ex-

tracted a five-minute slice at five minutes into the negotiation. The videos were then 

loaded into VCode (Hagedorn, Hailpern, & Karahalios, 2008), and coded according 

to the modified RCISS coding scheme introduced in the previous section. Two cod-

ers who were blind to the hypotheses and to the outcomes of the negotiations coded 

the videos. Eight videos (30%) were double coded to assess inter-rater reliability. 

The method described here allowed me to collect data about a group’s affec-

tive interaction dynamics occurring in a thin slice early during their interaction proc-

ess and about their subjective and objective performance at the end of their process. 

The goal was to get data that would allow me to test my primary hypothesis and that 

would allow me to explore other possible correlations between affective interaction 

characteristics and performance.
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RESULTS
None of the groups had to be dropped from the analysis. Each group came to an 

agreement but the time it took each group to conclude their negotiation varied greatly 

between 14 to 122 minutes (M = 55.0, SD = 23.9). The groups agreed on monetary 

settlements between $2282 and $3102 (M = 2739.5, SD = 233.5) and the level of 

detail of their agreement varied between no additional agreements and 4 additional 

agreements such as free oil changes for further repairs (M = 1.0, SD = 1.2). In a di-

rect comparison with the pair programming study, the specific study setup seemed to 

have been successful in setting up more emotionally engaging interactions. Also the 

quality of the video recordings was greatly increased over the first study which made 

it possible to identify facial expressions more easily.

(1) (2) (3) (4) (5) (6) (7)

Subjective Outcomes
(1) SVI Instrumental [1-7] 
– .45* .68*** .67*** .81*** -.29 .12
(2) SVI Self [1-7] 
– .69*** .64*** .78*** -.28 .08
(3) SVI Process [1-7] 
– .84*** .93*** -.40* -.07
(4) SVI Relationship [1-7] 
– .92*** -.30 .15
(5) SVI Global [1-7] 
– -.37 .12

Objective Outcomes
(6) Duration [min] 
– .36*
(7) Agreement Complexity [# of 
items]


–

Descriptives
M 5.48 5.61 5.49 5.74 5.58 55.0 1.04
SD 0.66 0.58 0.76 0.81 0.61 23.9 1.18
Minimum 4.38 4.38 3.75 3.63 4.16 14 0
Maximum 6.88 6.75 6.63 6.88 6.53 122 4

Note: All correlations are Pearson correlations except correlations in the last column (8) are Ken-
dal’s tau correlations.
N = 26
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations except correlations in the last column (8) are Ken-
dal’s tau correlations.
N = 26
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations except correlations in the last column (8) are Ken-
dal’s tau correlations.
N = 26
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations except correlations in the last column (8) are Ken-
dal’s tau correlations.
N = 26
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations except correlations in the last column (8) are Ken-
dal’s tau correlations.
N = 26
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations except correlations in the last column (8) are Ken-
dal’s tau correlations.
N = 26
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations except correlations in the last column (8) are Ken-
dal’s tau correlations.
N = 26
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations except correlations in the last column (8) are Ken-
dal’s tau correlations.
N = 26
*p < .05, **p < .01, ***p < .001 (two-tailed)

Coder agreement for the modified RCISS coding was assessed using Cohen’s 

Kappa (Cohen, 1960) and ranged between κ = 0.28 and κ = 0.58 for the listener 

codes (M = 0.42, SD = 0.1) and between κ = 0 and κ = 0.49 for the speaker codes (M 

= 0.2, SD = 0.22). According to (Landis & Koch, 1977) this is a moderate level of 
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agreement for the listener codes. Due to the extremely low level of agreement for the 

speaker codes, the speaker codes were dropped from the analysis and only the lis-

tener codes were used to construct the Group Hedonic Balance score.

To construct the measure for a group’s hedonic balance, I adapted Gottman’s 

method of using slopes of point graphs as indicators of a couple’s affective interac-

tion quality (Gottman, 1994): The Group Hedonic Balance measure was therefore 

operationalized by (1) taking a five minute video slice from the beginning of the ne-

gotiation, (2) coding each interaction with an adapted version of the Rapid Couples 

Interaction Scoring System (RCISS) (Jung, Chong, & Leifer, 2010; Krokoff, et al., 

1989), (3) plotting point-graphs displaying the cumulative positive minus negative 

affect over the speaker turns for each individual according to the procedures outlined 

in (Gottman, 1994), (4) assessing the slope of each point graph through linear regres-

sion, and (5) averaging the point-graph slopes for each negotiation pair. Group He-

donic Balance ranged between 0.41 and 1.3 (M = 0.74, SD = 0.24) all being positive.
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FIGURE 4.2
Point graphs for two 
participants in a nego-
tiation interaction.



Since the hypotheses are stated at the group level, the group mean was taken 

for each variable. Pearson correlations were used to test correlations between Group 

Hedonic Balance and all performance variables except detail score. Because the de-

tail score score, D(26) = 0.24, p < .001, was significantly non-normal, I examined 

Kendall’s tau correlation coefficients for the relationship between Group Hedonic 

Balance and detail scores. 

I expected that the affective interaction dynamics would be correlated with 

performance relevant outcomes. Specifically I was asking whether the joint perform-

ance of negotiation pairs is higher for pairs with a high Group Hedonic Balance 

score than for those with a low Group Hedonic Balance score.

Table 4.4 shows that there is only very limited support for the hypothesis that 

relates Group Hedonic Balance with performance. Group Hedonic Balance corre-

lated significantly in the predicted way only with participants feelings about the ne-

gotiation process, r = .35, p (one-tailed) < .05. However Group Hedonic Balance also 

correlated significantly negative with the level of detail in the agreement, thus dis-

confirming the hypothesis, τ = -.32, p (one-tailed) < .05.

SVI
Instrumental

SVI
Self

SVI
Process

SVI
Relationship

SVI
Global

Duration Complexity of
Agreement

Group
Hedonic Balance -.39 .21 .35* .17 .20 -.03 -.32*
Note: All correlations are Pearson correlations. The correlation with Complexity of Agreement was tested with Kendal’s tau.
N = 26
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations. The correlation with Complexity of Agreement was tested with Kendal’s tau.
N = 26
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations. The correlation with Complexity of Agreement was tested with Kendal’s tau.
N = 26
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations. The correlation with Complexity of Agreement was tested with Kendal’s tau.
N = 26
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations. The correlation with Complexity of Agreement was tested with Kendal’s tau.
N = 26
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations. The correlation with Complexity of Agreement was tested with Kendal’s tau.
N = 26
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations. The correlation with Complexity of Agreement was tested with Kendal’s tau.
N = 26
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations. The correlation with Complexity of Agreement was tested with Kendal’s tau.
N = 26
*p < .05,  (one-tailed)
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Results from Exploratory Analyses
In addition to testing the correlation between Group Hedonic Balance and perform-

ance, an exploratory analysis was performed to generate insights into specific affect 

behaviors and their relationship with performance relevant outcomes. For each of the 

5 positive and 5 negative listener code categories, I calculated the average number of 

codes per turn and compared it with the subjective and objective performance meas-

ures (see table below). Additionally I explored correlations between the number of 

speaker turns and outcomes. Due to the exploratory nature of this analysis, correla-

tions at the 10 percent level are flagged as significant as well.

Subjective PerformanceSubjective PerformanceSubjective PerformanceSubjective PerformanceSubjective Performance Objective PerformanceObjective Performance

SVI
Instrumen-
tal

SVI
Self

SVI
Process

SVI
Relation-
ship

SVI
Global

Duration Agreement 
Complex-
ity

Interactivity

Speaker Turns 	-.06 	 .33 	 .08 	 .13 	 .13 	-.03 
 .26✝

Negative Listener 
Count per turn

NBC 	-.01 	-.21 	-.03 	-.02 	-.07 	 .13 	-.09
NFM 	 .32 	-.22 	 .04 	 .23 	 .12 	-.14 	 .14
NLS 	-.09 	-.04 	-.19 	-.20 	-.16 	 .16 	 .12
NFE 	-.42* 	 .00 	-.16 	-.18 	-.22 	 .06 	-.06
STW 
–.– 
–.– 
–.– 
–.– 
–.– 
–.– 
–.–
All NEG Codes 	-.18 	-.21 	-.22 	-.15 	-.22 	 .11 	-.04

Positive Listener 
Count per Turn

BCP 	-.19 	 .08 	 .16 	 .03 	 .03 	 .06 	-.31*
FMP 
-.38✝ 	 .11 	-.01 	-.21 	-.15 	 .23 	-.20

LSP 	 .01 	 .02 	 .29 	 .22 	 .17 	 .00 	-.19
PFE 	 .03 
 .33✝ 
 .35✝ 	 .20 	 .26 	-.08 	-.25

RFM 	 .16 	 .09 	 .26 	 .21 	 .22 	 .09 	 .19
All POS Codes 	-.09 	 .19 	 .31 	 .15 	 .17 	 .10 	-.20

Note: All correlations are Pearson correlations, only correlations with Agreement Complexity (Seventh Column) are Kendall’s 
Tau correlations.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling.
Positive Listener Codes: BCP = backchannel behavior present, FMP = facial movement present, LSP = looking at speaker, 
PFE = positive facial expression, RFP = responsive facial movement.
N = 26
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Agreement Complexity (Seventh Column) are Kendall’s 
Tau correlations.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling.
Positive Listener Codes: BCP = backchannel behavior present, FMP = facial movement present, LSP = looking at speaker, 
PFE = positive facial expression, RFP = responsive facial movement.
N = 26
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Agreement Complexity (Seventh Column) are Kendall’s 
Tau correlations.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling.
Positive Listener Codes: BCP = backchannel behavior present, FMP = facial movement present, LSP = looking at speaker, 
PFE = positive facial expression, RFP = responsive facial movement.
N = 26
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Agreement Complexity (Seventh Column) are Kendall’s 
Tau correlations.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling.
Positive Listener Codes: BCP = backchannel behavior present, FMP = facial movement present, LSP = looking at speaker, 
PFE = positive facial expression, RFP = responsive facial movement.
N = 26
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Agreement Complexity (Seventh Column) are Kendall’s 
Tau correlations.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling.
Positive Listener Codes: BCP = backchannel behavior present, FMP = facial movement present, LSP = looking at speaker, 
PFE = positive facial expression, RFP = responsive facial movement.
N = 26
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Agreement Complexity (Seventh Column) are Kendall’s 
Tau correlations.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling.
Positive Listener Codes: BCP = backchannel behavior present, FMP = facial movement present, LSP = looking at speaker, 
PFE = positive facial expression, RFP = responsive facial movement.
N = 26
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Agreement Complexity (Seventh Column) are Kendall’s 
Tau correlations.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling.
Positive Listener Codes: BCP = backchannel behavior present, FMP = facial movement present, LSP = looking at speaker, 
PFE = positive facial expression, RFP = responsive facial movement.
N = 26
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Agreement Complexity (Seventh Column) are Kendall’s 
Tau correlations.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling.
Positive Listener Codes: BCP = backchannel behavior present, FMP = facial movement present, LSP = looking at speaker, 
PFE = positive facial expression, RFP = responsive facial movement.
N = 26
✝p < .1, *p < .05, **p < .01 (two-tailed)

Note: All correlations are Pearson correlations, only correlations with Agreement Complexity (Seventh Column) are Kendall’s 
Tau correlations.
Negative Listener Codes: NBC = no backchannel behavior, NFM = no facial movement, NLS = no looking at speaker, NFE = 
no facial expression, STW = stonewalling.
Positive Listener Codes: BCP = backchannel behavior present, FMP = facial movement present, LSP = looking at speaker, 
PFE = positive facial expression, RFP = responsive facial movement.
N = 26
✝p < .1, *p < .05, **p < .01 (two-tailed)
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The exploratory analysis revealed that the more frequent a pair switched be-

tween speakers the more complex their agreement became, τ = .26, p (two-tailed) < 

0.1. The less facial expressions (NFE) of affect a group displayed per turn, the worse 

it felt about the instrumental outcome r = -.42, p (two-tailed) < .05. The occurrence 

of backchannel behavior (BCP), such as nods, or any movement indicating an en-

gagement in what was being said is negatively correlated with the complexity of the 

final agreements τ = -.31, p (two-tailed) < 0.05. The presence of facial movement 

during a speaker turn, no matter if positive or negative (FMP) is negatively corre-

lated to perceptions about the instrumental outcome r = -.38, p (two-tailed) < .1.  

Finally, the groups who made more positive facial expression when listening (PFE) 

also reported feeling better about themselves during the negotiation and about the 

process r = -.33 and r = .35, p (two-tailed) < .1.
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DISCUSSION
I found that a Group’s Hedonic Balance, measured during an early five-minute sam-

ple of a negotiation, correlates with a group’s perceptions about the negotiation proc-

ess. This finding is particularly exciting in the light of Curhan’s and Pentland’s (Cur-

han & Pentland, 2007) work, in which they were able to find correlations between 

interpersonal dynamics and outcomes on the individual level but not on the group-

level. How people feel about a negotiation is critical in teamwork as it has direct 

implications upon a group’s continued collaboration. Curhan and colleagues (Cur-

han, Elfenbein, & Eisenkraft, 2010), for example, found that subjective outcomes are 

a better predictor of continued negotiation than objective outcomes. 

Contradictory to my leading hypothesis, I also found that Group Hedonic Bal-

ance was negatively correlated with the complexity of an agreement. This is surpris-

ing, as many researchers have related positive emotions with higher creativity (Isen, 

Daubman, & Nowicki, 1987), and a broadened repertoire of ideas (Fredrickson, 

2001). However, it seems plausible that a higher Group Hedonic Balance led to an 

improved problem solving performance (Estrada, Isen, & Young, 1997) leading 

teams to agree on simple solutions. Additionally, it seems plausible that interactions 

with high amounts of positive emotions led to groupthink-like effects (Janis, 1982), 

resulting in groups making simple decisions rather than weighing in all the concerns 

or options. 

A key limitation of this study is the lack of reliable speaker coding data. This 

is particularly disappointing as there were many differences between negotiations 

pairs on a qualitative level as to how much constrained anger or contempt they 

showed during their interactions. Display of anger, in particular, has been shown to 

correlate with negotiation outcomes (van Kleef, De Dreu, & Manstead, 2004). The 

differences in listener behavior alone were not large enough to conclusively confirm 

or disconfirm the hypotheses about most of the performance variables used. This 

might be due to a lack of sensitivity of the employed listener codes but it could also 

have been due to the specific populations the subjects have been drawn from. All 

37



subjects were part of a class that follows a negotiation approach which puts relation-

ship building at the center of its method (Fisher & Ury, 1991). The particular set of 

values taught in the class might have led the participants to put particular effort into 

building positive interactions. This focus on positive interactions was reflected in the 

data as there were no groups with a negative hedonic balance.

A team’s willingness for continued collaboration is an important characteristic 

of high performance teams (Hackman, 1987). The subjective value of a negotiation is 

an important determinant of people’s willingness for continued collaboration and 

loyalty to an organization (Curhan, Elfenbein, & Kilduff, 2009; Curhan, Elfenbein, 

& Eisenkraft, 2010). 
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 STUDY 3 –
ENGINEERING DESIGN

INTRODUCTION: MECHATRONICS DESIGN
The goal of the third study was to further explore the relationship between affective 

interaction dynamics and team performance in engineering design teams.  More spe-

cifically I wanted to to examine the relationship between Group Hedonic Balance 

and engineering design team performance in the context of a complex longitudinal 

mechatronics design project. In line with the previous studies, I hypothesized that:

H: The Group Hedonic Balance assessed from a thin slice of a group’s inter-
action will be positively correlated with subjective and objective team per-
formance measures assessed at the conclusion of a project.

Both previous studies examined the relationship between affective dynamics 

and team performance in dyadic interactions. The first study gave support for Group 

Hedonic Balance as an indicator of team performance. This was encouraging espe-

cially since the intensity of emotional engagement was extremely low in the pair 

programming interactions. With the choice of a negotiation as the context for the 

second study I wanted to create a more intense level of emotional engagement. I 

hoped that the dispute resolution task would surface some of the dynamics I had seen 

and experienced during conflict discussions in engineering teams. For the second 

study I had also carefully redesigned the recording setup in order to give me better 

recordings of the interactions I hoped to witness. However, as in the first study, the 

laboratory based negotiation task failed to deliver a real-world level of emotional 

engagement. The negotiation interactions seemed more animated than the pair pro-

gramming interactions, but they were still far from the engagement levels I had wit-

nessed in real work teams. My third study therefore had to move beyond teams that 

only existed for the duration of a laboratory task. I wanted to observe and record 

engineers in teams for whom it really mattered what they were working on, who had 
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a high level of investment into the given task. I also wanted to go beyond dyads and 

study affective interaction dynamics as they occur in larger groups of three or even 

four engineers. Therefore this study builds on the previous ones in three important 

aspects:

(1) Shift from dyads to teams of three and four engineering students.

(2) Shift from studying teams that exist only in the laboratory to real engineering 

teams in the field.

(3) Shift from short tasks taking minutes or hours to long-term projects iver several 

months.
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RESEARCH DESIGN AND METHOD

Participants
Participants were drawn from three consecutive cohorts of a graduate level course in 

team-based engineering design at Stanford University (Carleton & Leifer, 2009). The 

course spans three quarters or approximately nine months. Early during the course 

and after obtaining informed consent, I recruited participants with their respective 

teams to participate in the interaction-focused laboratory portions of the study. At the 

end of the course I contacted each participant again individually to report on a range 

of performance relevant self-report measures. 

The Individuals: 100 Students distributed into 30 teams participated in the study. 

This comprised the entire population of students from three consecutive cohorts. All 

students, with the exception of one student who was pursuing a graduate level degree 

in product design, were graduate students in mechanical engineering. Most students 

had several years of prior industry experience. Students usually spend 20 to 40 hours 

per week on this course and up to 50 or more before major deadlines.

Number of teams total 30

all male 11

all female 0

mixed 19

Team size Mean # of Students per team 3.37

Min # per team 2

Max # per team 4
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The Teams: Participants were grouped into a total of 30 teams. Teams were formed 

mid-way through the first quarter of the course and did not change for the remainder 

of the two and a half quarters. Students were asked to form teams according to their 

own preferences. Specific encouragement was given to form heterogenous teams. A 

minority of students who did not self-assemble into teams were assigned into teams 

by the teaching team of the course. In some teams, students had known each other 

before taking the course. The teams are entirely self-managed and formally leader-

less. Teams do not designate an explicit leader or project manager and leadership is 

emergent throughout the course. 

The Setting: The course the students were recruited from, is laid out as a continuous 

sequence of three quarters or approximately nine months. Only students are admitted 

into the course who make a commitment to stay within the course for the duration of 

the entire sequence. The course starts with a series of warmup and team-building 

exercises that are designed for students to get to know each other and to get familiar 

with the specific approach to engineering used in that course. Mid way through the 

first quarter, students are formed into teams and bid for a project to work on. Each 

team is then paired with an industry sponsor, who provides a compelling and open-

ended task, a company liaison who represents the interests of the company sponsor-

ing the project, and a budget of approximately US $20,000 that can be used for 

building prototypes and contracting out work.  For the remainder of the two and a 

half quarters, students stay within their designated teams and complete a sequence of 

assignments that build up to a final functional prototype that is presented at a project 

fair at the end of the three quarter sequence. Additionally each team writes compre-

hensive report in which they describe their design process, their decision making 

path and the final design. The course provides students with a wide range of personal 

and physical resources. From the personal side the course is supported by two pro-

fessors, a group of up to three teaching assistants and a set of industry-based coaches 

recruited from a pool of alumni of that course. Additionally each team has an as-
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signed partner team at a remote global site to work with. Partner teams are also em-

bedded in team based design courses and are distributed at other universities around 

the globe. In addition to these resources each team owns a designated area in a “de-

sign loft” used as a communal space for the course. The loft is not only a workspace 

but also a social hub for all participants. There is for example a weekly drinks and 

dinner event for students to get together with coaches and professors in a relaxed 

atmosphere. In addition to providing each team with their own space the loft is 

equipped with resources ranging from a small machine shop area, to a library with 

past project documentations, and extensive video conferencing equipment. More 

extensive descriptions of this course, it’s structure and history can be found in over-

views by Carleton & Leifer (2009) and Stefik & Stefik (2004).
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The Tasks: Each team worked on a one- to two-page project brief that was given by 

the industry sponsor. The tasks were designed in collaboration with the teaching 

team to suit the needs of the company and the context of the class. All tasks are 

open-ended without a set goal. It is part of the learning goals in this class for students 

to learn how to define a product specification from a highly ambiguous starting 

point.

Task # Industry Abbreviated Problem Description

1 Automotive Design and build a Human Input Device (HID) that will accommo-
date driver and passenger needs in the year 2020.

2 Software Design a website that introduces the various alternative fuel tech-
nologies to the consumer.	

3 Mechatronics Design and build a camera-projector prototype sensor system 
usable in mobile robotics.

4 Government Develop a solution that protects a person falling down by prevent-
ing him/herself from getting hurt.

5 Software Design and develop a solution that enables a transfer from me-
chanical design/manufacturing techniques to the design and con-
struction of buildings.

6 Consumer Prod-
ucts

Design a new consumer electronics oral care solution that moti-
vates its user to maintain regular oral hygiene  and that provides 
feedback of how effective hygiene has been.

7 Consumer Prod-
ucts

Develop a platform for blending traditional, physical symbols (“at-
oms”) with what are now relatively separate social practices in the 
digitally connected world (“bits”) as an exciting domain for future 
wearable, network-capable consumer products.

8 Software Design and build a system that allows home office work.
9 Telecommunication The development of new services and products in the health area 

using mobile telephony as a platform of communications to pro-
mote the use and development of 3G technology.

Materials and Measures
Data were collected regarding the three main constructs of Affective Quality of In-

teractions, Interpersonal Trait Perceptions, and Performance. 

Affective Interaction Dynamics: The measure of the affective quality of an interac-

tion was operationalized with two procedures – one focusing on the behavioral as-

pects and the other one focusing on the experiential aspects of an interaction. With 
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experience and behavior I am focusing on two out of the three common ways in dis-

tinguishing different types of affect based on their physiological, behavioral, or expe-

riential properties (Mauss, Levenson, McCarter, Wilhelm, & Gross, 2005). There is 

evidence for a coherence between those three properties (Mauss, et al., 2005) but 

also evidence that a closer look at each property reveals insights that cannot be 

gained from the other properties alone (Levenson & Gottman, 1983). Since the focus 

of my research was on the behavioral attributes of emotion and since I did not have 

access to instruments for the recording of physiological data, I only captured data 

regarding experience and behavior.

The operationalization of the interaction measure by focusing on behavior was 

done by coding the video of the Interaction Session (see below) using a modified 

version of the Specific Affect Coding System (SPAFF) (Giese-Davis, 1995; Giese-

Davis, Piemme, Dillon, & Twirbutt, 2005). With this study I departed from using the 

RCISS coding scheme that I had employed in the two previous studies. RCISS fails 

to be applicable in groups larger than two because of its dependence on speaker turns 

as the time-unit for coding. Speaker turns are difficult to determine for teams of three 

and four members. Additionally many of the listener codes of the RCISS are only 

applicable in a dyadic context. An important point was that RCISS does not capture 

duration and specific emotion occurrences. SPAFF was also chosen for two specific 

qualities that distinguish it from other behaviorally based categorization systems for 

emotions. First, SPAFF (Coan & Gottman, 2007; Gottman, 1996) captures four 

quadrants of behavior: Facial muscle movement, speech prosody or tone of voice, 

verbal content, and body posture and movement. This distinguishes it from other 

coding systems for emotions such as the commonly used Facial Action Coding Sys-

tem (FACS) (Ekman & Friesen, 1978). Second, in comparison to other behavioral 

emotion coding systems that distinguish affective behaviors on the level of move-

ment, SPAFF distinguishes between affective behaviors on the level of the meaning a 

particular behavior has in a specific cultural context. The second characteristic makes 

SPAFF extremely powerful but also highly difficult to apply and to obtain high inter-
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rater reliability. SPAFF was used in this study to code the videos obtained from the 

interaction session. Videos were coded by students who were trained in both FACS 

and SPAFF. Coders were blind to the hypotheses and to the performance of the re-

spective teams. Coding was done for each person shown in the video separately. 

Coding took about six to eight hours per person (~20 to 30 hours per team) and 9 

videos (25%) were double coded to check for reliability of the coding.

The operationalization of the interaction measure by focusing on subjective 

experience was done using the affect rating dial procedure (Levenson & Gottman, 

1983; Gottman & Levenson, 1985; Ruef & Levenson, 2007). With this method I 

wanted to capture each participant’s continuous moment-to-moment changes in af-

fective experience as they went through the problem discussion session. An addi-

tional aim was to add a self-report measure of affect to the behavioral  one and to 

have a measure of affect that would allow a “cheaper” collection of data than it was 

possible by coding behavior. This idea of an alternative affect measure was sup-

ported by prior findings that marital outcomes can be predicted from the ratio of 

positive to negative affect independent of whether the data was obtained from 

physiological, self-report, or behavioral characteristics (Gottman, 1994). To accom-

plish this, directly after going through the problem discussion, each subject was 

shown a video record of the previous interaction on a separate monitor, and they 

were asked to provide affect ratings. The rating were obtained by asking the partici-

pants to manipulate a dial such that it always indicated what they felt during the in-

teraction session. Previous research suggests that if people recall an episode from 

memory, they “re-live” the emotions experienced during the actual episode (Ruef & 

Levenson, 2007). The scale on the dial traversed from “very negative” over “neutral” 

to “very positive” on a 15 point scale. The dial was connected to a video coding 

software (Hagedorn, Hailpern, & Karahalios, 2008) and the positions of the dial were 

logged automatically. During initial tests of this method I noticed that participants 

got easily distracted by each others’ reactions to the video recording. Thus I decided 

to set up individual headphones for each rater and installed blinds between the 
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screens to increase focus on the video and avoid distractions. Additionally the blinds 

helped in allowing subjects to rate negative experiences as such without the fear of 

their team-mates noticing. 

Subjective Team Performance: Subjective Performance was assessed by measuring 

three variables, that have been identified as important dimensions of team perform-

ance (Hackman, 1987): (1) The productive output of the work group as it meets, ex-

ceeds, or disappoints the performance standards of the people who receive and/or 

review the output. (2) The state of the group as a performing unit. This dimension 

focuses on the social processes used in carrying out the work as they maintain, en-

hance or worsen the capability of members to work together on subsequent team 

tasks. (3) The impact of the group experience on individual members as it balances, 

satisfies, or frustrates the personal needs of group members. These three measures of 

performance were operationalized using portions of the Team Diagnostic Survey 

(Wageman, Hackman, & Lehman, 2005). The actual output measure was operation-

alized additionally by assessing grades, and evaluations that students received for 

their deliverables throughout and at the end of the course.

Objective Team Performance: As objective measures of team performance I took the 

grade each team got for the two most important deliverables of the course: (1) The 

final hardware implementation, and (2) the final 200 to 300 page research report. 

Both deliverables are not just for the teaching team but are also given to the industry 

project sponsor. Each grade represented the average of scores from an evaluation by 

the teaching team of the course.

Additional Measures: Interpersonal Perceptions: Interpersonal trait perceptions were 

assessed by measuring perceptions of closeness in between members of a group. This 

closeness measure was operationalized through the Inclusion of the Other in the Self 
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Scale (IOS) (Aron, Aron, & Smollan, 1992), a single-item, pictorial self report meas-

ure of closeness.

Procedures
The procedures used in this study include (1) an Interaction Session with a series of 

tasks, (2) a Recall Session, and (3) a Follow Up. These procedures were adapted 

from those developed by Levenson and Gottman (1983) to study the role of affect in 

the interactions of married couples. The goal of the interaction session was to pro-

duce a sample of a team’s interaction that was representative of their behavior when 

working together outside the lab. At the same time I wanted to get a sample of be-

havior that was comparable between teams and for that a laboratory session seemed 

most suitable. The design of the Interaction Session used here was based on Gott-

man’s Interaction Session (Gottman & Levenson, 1992). In the original design, cou-

ples were asked to first engage in a discussion about the events of the day, second, to 

discuss a problem area of continuing disagreement in their marriage, and, third, to 

discuss a mutually agreed on pleasant topic. For each topic 15 minutes were given 

and each session emphasized a different type of affect: neutral in the first session, 

negative in the second, and positive in the third. Due to the particular context of my 

study and specific time constraints in keeping the session at a length of one hour, I 

made several modifications to the original design. The changes will be described as I 

lay out the procedures. Figure 5.2 provides an overview of the study procedures and 

their deployment over time. The procedures described here were run during winter 

quarter at time t=1 and they were repeated during spring quarter at time t=2. As a 

final performance assessment I asked every participant to fill out a survey after the 

end of the class (time t=3) and after all course deliverables had been turned in.

Interaction Session: Each team in the class was given the opportunity to sign up for a 

one-hour "Team Reflection Exercise" during one of the first weeks of the second 

quarter of the class. To ensure a high-stakes interaction, the week chosen was a par-

ticularly busy one as it directly led up to one of the major deliverables-deadlines of 
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the course. Upon arrival at the lab, students were led into the laboratory, and each 

student was asked to sit in one of the four chairs that were evenly spaced around a 

circular table in the center of the room. After briefing the students with a rough out-

line for the next hour they were spending in our lab, I asked for informed consent to 

be videotaped and for consent for the data of the exercise to be used for my research. 

In the hour following the introduction, each team went through the same sequence of 

four 15-minute tasks. Audio and video were recorded for both the Requirements Task 

and the Problem Discussion Task. Four video cameras were installed in the room 

such that they clearly captured each person’s face and upper body. The cameras 

could be adjusted remotely to adapt to subjects changing positions. A microphone 

was placed in the center of the table to capture speech at high quality.

In the first task the team was asked to discuss project goals and come to an 

agreement on the three most important requirements their design would have to ful-

fill. With this task I wanted to give students an opportunity to get familiar with the 

lab and bring their thoughts into the context of the course project they were working 

on. There were several reasons for replacing Gottman’s “Events of the Day” discus-

sion with the requirements discussion used here. First, due to the high pressure in 

working on the class deliverables, I could not ask students to not engage for 8 hours 

before coming to the lab. Second, since the interaction session was embedded in a 

class, every task had to contribute directly to a team’s project. Third, I wanted a task 

that would allow the students to recall the context of the projects they were working 

on. This was necessary because when assembling in the lab, students partially came 

from other classes. The requirements task allowed for students to quickly get into a 

meaningful discussion about their project, to surface different values and disagree-

ments and to directly contribute to the progress of a team’s specific project.

The second task was modeled after procedures to set up a dyadic problem 

discussion task in couples (Levenson & Gottman, 1983; Roberts, Tsai, & Coan, 

2007). First, each team member was given five minutes to individually fill out a 

questionnaire that asked for a list of issues of disagreement within the team. Any 
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issue could be listed whether it was something small such as the font used for a pres-

entation or something major such as the general direction of the project, or specific 

interpersonal clashes or disagreements. This task was adapted from the Couples 

Problem Inventory task (Gottman, Markman, & Notarius, 1977). Due to the broad 

range of problem topics and the non-existence of previous problem inventories we 

chose a free-form structure for this task without predefined problem categories. After 

this problem issue assessment I entered the laboratory, joined the team at the table, 

and facilitated an interaction that had the goal for each participant to share an issue 

they deemed important, and then to come to an agreement as a team about which 

topic to discuss during the following 15-minute task. Once an agreement was 

formed, the task was given to the team to discuss the selected issue with the goal to 

come to an agreement and I left the room. The ensuing 15-minute "conflict" interac-

tion was the main focus of my laboratory procedure and teams exhibited a wide 

range of styles as they discussed their problem topic. The decision to focus on the 

problem discussion was based on previous studies, which found that data from the 

problem discussion worked best in predicting performance relevant outcomes in 

marriages (Gottman & Levenson, 1992; Levenson & Gottman, 1985). I omitted the 

discussion of a “pleasant topic” because I had only limited time to conduct the ses-

sion and because I found from earlier experimentations with the procedure that teams 

were not overly distressed from the problem discussion.

Recall Session: For the final task I asked the team to follow into an adjacent room. 

There, each student was asked to watch a recording of their problem discussion in-

teraction and to indicate how they were feeling during the interaction through a rat-

ing dial that was placed in front of them. This task was modeled after the “Recall 

Session” used in studies on couples (Levenson & Gottman, 1983; Ruef & Levenson, 

2007). Before being released and debriefed the participants were asked to fill out 

selected portions of the Team Diagnostic Survey (TDS), the Inclusion of the Other in 
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the Self Scale (IOS), and a specific release form that asked for permission to use the 

video beyond mere analysis.
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RESULTS
All groups were included in the analyses. The procedures were successful in estab-

lishing a high level of emotional engagement during the main interaction session that 

fax exceeded what I was able to observe in the previous two studies. Despite the four 

cameras and the microphone on the table, some groups engaged in interactions that 

were surprisingly vulnerable. The teams utilized the interaction session to discuss a 

wide range of different topics. Most teams reported the interaction session to be 

valuable and several teams asked whether they could continue their discussion for an 

extended amount of time.

(1) (2) (3) (4) (5) (6)

Subjective Team Performance
(1) TDS Process [1-5] – .86*** .83*** .95*** -.08 .25
(2) TDS Interpersonal [1-5] – .79*** .96*** -.10 .30
(3) TDS Learning [1-5] – .90*** -.08 .34
(4) TDS Global [1-5] – -.09 .31

Objective Team Performance
(5) Final Prototype Grade – .51**
(6) Final Documentation Grade –

Descriptives
M 3.55 3.73 4.02 3.77 3.86 4.32
SD 0.56 0.86 0.46 0.59 0.37 0.28
Minimum 2.48 1.56 3.05 2.36 2.59 3.65
Maximum 4.59 4.81 4.58 4.65 4.50 4.70

Note: All correlations are Pearson correlations
N = 30
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations
N = 30
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations
N = 30
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations
N = 30
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations
N = 30
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations
N = 30
*p < .05, **p < .01, ***p < .001 (two-tailed)

Note: All correlations are Pearson correlations
N = 30
*p < .05, **p < .01, ***p < .001 (two-tailed)

Coder agreement for the modified SPAFF coding was assessed using Cohen’s 

Kappa (Cohen, 1960) and ranged between κ = 0.51 and κ = 0.67 (M = 0.59, SD 

=0.07). According to (Landis & Koch, 1977) this is a moderate to substantial level of 

agreement. Two measures of Group Hedonic Balance measure were constructed: 

One based on each individual’s stream of affective behavior over time (SPAFF) and 

one based on each individual’s subjective experience over time (Recall). The behav-

ior based Group Hedonic Balance score (SPAFF) was constructed by (1) multiplying 
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the millisecond-duration of each SPAFF code with “+1” for positive codes, “-1” for 

negative codes, and “0” for the neutral and the tension codes and plotting the result-

ing values cumulatively as a point graph over time. Then (2), linear regression analy-

ses were performed on all point graphs to determine their slope. Finally (3) the aver-

age slope of the point graphs for each team was taken as their Group Hedonic Bal-

ance score. The subjective experience based Group Hedonic Balance Score (Recall) 

was determined by (1) counting the number of instances the rating dial was turned to 

one of the upper five positive points (on the 15 point scale) and subtracting the num-

ber of instances the rating dial was turned onto one of the lower five negative points. 

Then (2) the mean of these scores was calculated for each group. The behavior based 

and the subjective experienced based Group Hedonic Balance scores were signifi-

cantly correlated, τ = .76, p (one-tailed) < 0.01, allowing the subjective experienced 

based scores to be used as proxy for the behavior based scores. Subjective and objec-

tive measures of group performance were constructed by averaging individual scores 

on the team level.
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All data were analyzed using Pearson correlations except when testing corre-

lations with the Final Prototype Grade. The Final Prototype Grade, D(30) = 1.66, p < 

.05, was significantly non-normal, and therefore Kendall’s tau correlation coeffi-

cients were used to analyze correlations with this objective performance measure. 

Descriptives and correlations between performance scores are displayed in the table 

below. Interestingly, no significant correlations could be found between subjective 

and objective performance scores. 

This study set out to explore whether affective interaction dynamics in a thin 

lice of a team’s interaction is correlated with performance relevant outcomes. In par-

ticular I wanted to test whether Group Hedonic Balance is correlated significantly 

with subjective and objective team performance metrics. I had measured Group He-

donic Balance in January (time t = 1) and March (time t = 2) and correlated these 

measures with team performance measured in July (time t = 3) after the class was 

over.  Table 5.4 and 5.5 reveal that, in fact, Group Hedonic Balance assessed from 

only a 15-minute slice of a team’s interaction is correlated significantly with several 

subjective and objective measures of team performance.

Subjective Team Performance at T=3Subjective Team Performance at T=3Subjective Team Performance at T=3Subjective Team Performance at T=3 Objective Team Performance at T=3Objective Team Performance at T=3
TDS
Process

TDS
Interper-
sonal

TDS
Learning

TDS
Global

Prototype Grade Documentation 
Grade

Group
Hedonic Balance 
(SPAFF) at T=1

.59* .57 .59* .61* .39 .11

Group
Hedonic Balance 
(Recall) at T=1

.37 .59* .48 .52 .50* .22

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 9
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 9
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 9
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 9
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 9
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 9
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 9
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 9
*p < .05,  (one-tailed)

At time t = 1, subjective experience and behavior based measures of Group 

Hedonic Balance were available for N = 9 teams. The behavior-based Group He-

donic Balance measure at time t = 1 was correlated significantly with the teams’ 

overall self-reported assessment of their effectiveness (TDS Global), r = .61, p < .05 
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(one-tailed). Further I found significant correlations with two sub-scales of global 

team effectiveness on the Team Diagnostic Survey: First, with the teams’ self-

reported quality of their task processes, r = .59, p < .05 (one-tailed), and second, with 

the quality of their learning experience, r = .59, p < .05. No significant correlations 

could be found at t = 1 between the behavior based Group Hedonic Balance measure 

and any of the two objective team performance measures. The subjective experience 

based Group Hedonic Balance measure taken at t = 1, however, was correlated sig-

nificantly not only with the teams’ quality of interpersonal relationships r = .59, p < 

.05 (one-tailed), but also with the team’s objective quality of their delivered final 

prototype  r = .50, p < .05 (one-tailed). These results are particularly exciting given 

that at time t=1, data were only available for N=9 teams. Overall these results pro-

vide support for the hypothesis that Group Hedonic Balance and team performance 

correspond.

Subjective Team PerformanceSubjective Team PerformanceSubjective Team PerformanceSubjective Team Performance Objective Team PerformanceObjective Team Performance
TDS
Process

TDS
Interper-
sonal

TDS
Learn-
ing

TDS
Global

Prototype Grade Documentation 
Grade

Spring Group
Hedonic Balance 
(Recall)

.50** .61*** .53** .59*** -.06 .00

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 28
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 28
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 28
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 28
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 28
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 28
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 28
*p < .05,  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s tau.
N = 28
*p < .05,  (one-tailed)

At time t = 2, only the subjective experience based measure of Group Hedonic 

Balance was available for N = 30 teams. The subjective experience based Group 

Hedonic Balance measure at time t = 2 was correlated significantly with the teams 

global team effectiveness (r = .59, p < 0.001, one-tailed) and all three sub-scales of 

team effectiveness: The quality of task processes (r = .50, p < 0.01, one-tailed), the 

quality of interpersonal relationships (r = .61, p < 0.001, one-tailed), and the quality 

of the team’s learning experiences (r = .53, p < 0.01, one-tailed). None of the correla-
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tions between Group Hedonic Balance and any of the objective team performance 

scores were found significant. Despite the lack of significant correlations with the 

objective team performance measures, the hypothesis that Group Hedonic Balance 

and team performance are related receives strong support.

Results from Exploratory Analyses
In addition to testing the correlation between Group Hedonic Balance and team per-

formance, an exploratory analysis was performed to generate insights into specific 

affect behaviors and their relationship with performance relevant outcomes. For each 

of the 23 categories of the modified SPAFF coding scheme, I calculated the team-

average count of occurrences and duration, and compared these values with the sub-

jective and objective performance measures (see table below). Additionally I ex-

plored correlations between average occurrence count and duration of the overall 

negative, neutral, and positive affect and team performance. Due to the exploratory 

nature of this analysis, correlations at the 10 percent level are flagged as significant 

as well.

The exploratory analysis into the relationship between specific emotions and 

team performance revealed significant correlations on a more fine-grained level. The 

analysis revealed strongly significant correlations between the prototype grade and 

particularly the number of expressions of verbal contempt (r = -.70, p < .01, two-

tailed), belligerence (r  = -.63, p < .05, two-tailed), and defensiveness (r = -.70, p < 

.01, two-tailed). These results are particularly interesting because contempt and 

stonewalling have been found to be two of the four most corrosive behavior pattern  

in marital interactions (Gottman, 1994). Finally the average durations of constrained 

anger (r = -.72, p < .05, two-tailed) and domineering (r = .69, p <  .05, two-tailed) 

were significantly correlated with a team’s average perception of the quality of their 

task processes.
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Subjective Team PerformanceSubjective Team PerformanceSubjective Team PerformanceSubjective Team Performance Objective Team PerformanceObjective Team Performance
TDS
Process

TDS
Interpersonal

TDS
Learning

TDS
Global

Prototype 
Grade

Documenta-
tion Grade

Pos

Low Affection -.33 (-.51) -.21 (-.36) -.17 (-.52) -.24 (-.46) -.20 (-.20) .18 (-.01)

Pos

High Affection .34 (.34) .17 (.17) .17 (.17) .22 (.22) -.12 (-.12) .12 (.12)

Pos
Validation .35 (.52) .39 (.59✝) .59✝ (.50) .45 (.57) .28 (.28) .17 (.27)

Pos
Interest -.09 (-.10) -.27 (-.21) .10 (.12) -.14 (-.10) .06 (.11) -.44 (-.35)

Pos

Excitement .36 (.37) .39 (.55) .40 (.45) .40 (.50) .15 (.22) .22 (.39)

Pos

Humor .38 (.56) .47 (.59✝) .54 (.57) .49 (.61✝) .37 (.39) .23 (.36)

NeutralNeutral .43 (.22) .35 (.20) .58 (.20) .45 (.21) -.06 (-.11) -.41 (-.28)

Neg

Tense Humor .48 (.49) .61✝ (.66✝) .39 (. 38) .54 (.57) .09 (.06) .29 (.35)

Neg

Tension .52 (-.49) .57 (-.55) .66✝ (-.59✝) .61✝ (-.57) .00 (-.06) .17 (-.01)

Neg

Low Fear .46 (.44) .20 (.18) .35 (.36) .32 (.31) -.45 (-.47) -.10 (-.15)

Neg

High Fear –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–)

Neg

Low Sadness .13 (.16) .10 (.19) .37 (.39) .18 (.25) -.15 (.09) .37 (.39)

Neg

High Sadness –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–)

Neg

Direct Anger –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–)

Neg
Const. Anger -.16 (-.72*) -.29 (-.54) .03 (-.55) -.18 (-.62✝) -.09 (.06) -.40 (.17)

Neg
Micr. Contempt -.29 (-.35) -.01 (-.08) -.18 (-.26) -.14 (-.21) .09 (.11) -.12 (-.31)

Neg

Verbal Contempt .22 (-.12) .04 (-.23) .15 (-.23) .12 (-.21) -.70** (-.44✝) -.45 (-.40)

Neg

Domineering .60✝ (.69*) .44 (.60✝) .60✝ (.57) .55 (.65✝) -.34 (-.28) .08 (.34)

Neg

Belligerence -.20 (-.24) -.08 (-.07) -.42 (-.42) -.21 (-.22) -.63* (-.65*) -.13 (-.17)

Neg

Defensiveness .20 (.41) .13 (.33) .08 (.24) .14 (.35) -.70** (-.50✝) -.30 (-.15)

Neg

Whining –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–)

Neg

Disgust -.04 (-.10) -.18 (-.21 .26 (.21) -.03 (-.08) .04 (.04) -.31 (-.28)

Neg

Stonewalling –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–) –.– (–.–)

Overall Negative  -.44 (-.44) -.36 (-.44) -.60✝ (-.49) -.47 (-.47) -.31 (-.11) -.04 (-.16)

Overall Neutral .28 (.24) .16 (.21) .422 (.24) .22 (.24) -.37 (-.10) -.64✝ (-.27)

Overall Positive .25 (.48) .24 (.54) .42 (.58✝) .30 (.56) .47 (.48) .37 (.24)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s 
tau.
Correlations are for average counts of affect category per team (with average durations in brackets)
N = 9
*p < .05, p < .1  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s 
tau.
Correlations are for average counts of affect category per team (with average durations in brackets)
N = 9
*p < .05, p < .1  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s 
tau.
Correlations are for average counts of affect category per team (with average durations in brackets)
N = 9
*p < .05, p < .1  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s 
tau.
Correlations are for average counts of affect category per team (with average durations in brackets)
N = 9
*p < .05, p < .1  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s 
tau.
Correlations are for average counts of affect category per team (with average durations in brackets)
N = 9
*p < .05, p < .1  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s 
tau.
Correlations are for average counts of affect category per team (with average durations in brackets)
N = 9
*p < .05, p < .1  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s 
tau.
Correlations are for average counts of affect category per team (with average durations in brackets)
N = 9
*p < .05, p < .1  (one-tailed)

Note: All correlations are Pearson correlations except the correlations with Prototype Grade were tested with Kendal’s 
tau.
Correlations are for average counts of affect category per team (with average durations in brackets)
N = 9
*p < .05, p < .1  (one-tailed)
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DISCUSSION
This study provides evidence that the affective interactions dynamics occurring dur-

ing a thin slice of a team’s interaction, even when taken early during a longitudinal 

project, are strong indicators of a team’s overall performance. The hypothesis that 

Group Hedonic Balance is correlated positively with team performance received 

ample support. Group Hedonic Balance accounted for more than 25% of the variance 

of one objective and all of the subjective team performance metrics.  

At this point it is still an open question whether the findings presented here 

can be generalized to different types of groups across a variety of contexts. The 

teams studied here were relatively small with only three or four members. They also 

had no formal leadership structure and they were working on highly ambiguous en-

gineering tasks. Any of these factors influence how group members regulate their 

emotional life. A clear goal and task assignments by a designated project leader can 

keep a group progressing towards a project deliverable despite negative emotions 

and deep resentments between members of a team. Therefore if strong external struc-

tures exist for a team’s tasks, communication, and goals, interpersonal affect might 

have less impact on a team’s productive outcome.

One of the most interesting questions emerging from this study is what it 

means for a group to be regulated or non-regulated. This distinction, which has been 

useful to distinguish functional from dysfunctional interaction styles of couples as 

well as programming pairs might not be easily transferrable to larger groups. Sim-

mel, for example pointed out that dyads are fundamentally different from triads be-

cause they are the only groups that get immediately destroyed when a member is 

removed (Coser & Merton, 1971). When a third person is added to a group, accord-

ing to Simmel (1908), the dynamics drastically change as there is no possible con-

figuration between the three in which one member is not sometimes seen as an in-

truder regarding the other two members. According to Simmel, three person groups 

are in constant conflict and  out of this dynamic, three configurations emerge: The 

mediator, the holder of balance of power, and the constant disturber of the solidarity 
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enjoyed by the other two (Mills, 1953). In spite of these differences between dyads 

and larger groups, researchers have indeed suggested that it only takes“one bad 

apple to spoil the barrel” (Felps, Mitchell, & Byington, 2006). People have a 

“tendency to automatically mimic and synchronize facial expressions, vocali-

zations, postures, and movements with those of another person and, conse-

quently to converge emotionally” (Hatfield, Cacioppo, & Rapson, 1992). This 

effect, called Emotional Contagion, has been successfully applied to the study of 

emotions in work teams (Barsade, 2002).  A distinction of groups into regulated and 

non-regulated ones based on one negative group member, however,  did not reveal 

any significant correlations with performance. One single negative group member 

did not indicate a low performance team. This might be due to the relatively low 

number of subjects, or the data collection point might have been too early for con-

verging effects to occur. Further studies should explore the behavioral dynamics 

emerging dependent on the ratio of positive and negative members in a group.

This study presented an initial exploration into the relationship between be-

havioral affective dynamics and performance in engineering teams. It showed how 

methods from the study of marital interactions can be applied to gain insights into 

affective interaction dynamics in small groups. Specifically this study provided evi-

dence that affective balance and a group’s ability to regulate their emotions is not 

only critical for married couples but also for complex organizational groups.
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	 A BALANCE THEORY OF 
INTRA-GROUP CONFLICT 
AND PERFORMANCE

INTRODUCTION
In the previous three studies I presented evidence that affective interaction dynamics 

and specifically Group Hedonic Balance are critical indicators not only of successful 

marital interactions but also of successful task oriented work groups and teams. Par-

ticularly the last study demonstrated how affective interaction dynamics during a 15-

minute intra-group conflict discussions distinguished between more successful and 

less successful teams.

The phenomenon of conflict in teams and its impact on performance has been 

a longstanding focus of interest for many researchers of organizational groups and 

teams. The work around the topic of intra-group conflict is probably the largest co-

herent body of work linking interaction characteristics with performance in small 

groups. Yet, researchers of groups and teams in organizations have studied conflict 

almost exclusively from a topical perspective. Consequently the categorizations of 

conflict into functional or dysfunctional have been made by topic or what conflict is 

about. In contrast, researchers of marital interactions have studied conflict from an 

affective perspective. Distinctions about the type of conflict and whether a type is 

functional or dysfunctional have been made based on emotional differences and not 

topical ones. Marital conflict types are distinguished by the emotional dynamics oc-

curring in them, or by how conflict is actually carried out. The previous studies sug-

gest that emotional dynamics might distinguish not only functional from dysfunc-

tional marital conflict but also functional from dysfunctional intra-group conflict.

Encouraged by my empirical findings on affective interaction dynamics and 

Group Hedonic Balance, I therefore want to call into question previous theories 

about intra-group conflict and performance. In this chapter I will put forth an argu-
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ment that the current one-dimensional focus on topic has critical limitations, because 

it neglects the underlying emotional dynamics. This limitation is particularly impor-

tant when theorizing the relationship between conflict and performance. I will show 

in this chapter that by combining theory from marital interaction and organizational 

behavior, I can propose a theoretical understanding of conflict in teams, that can ex-

plain previously observed phenomena in a more coherent way than current theories 

of intra-group conflict.
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CURRENT THEORY: ORIGINS AND LIMITATIONS
Through direct observation and interviews, Jehn (1997) was able to show that people 

in organizational contexts retroactively and in the moment conceptualize intra-group 

conflict as either task, relationship, or process oriented. People perceive causes, dis-

plays, and consequences of each conflict type as unique and identifiably different 

from each other. The perception of intra-group conflict in these categories is re-

flected in the categories researchers have used predominantly to distinguish conflict 

types when theorizing the relationship between intra group conflict and performance. 

Consequently, most current theorizations about the relationship between intra-group 

conflict and performance rely on the particular conceptualization of conflict as either 

task, relationship, or process oriented. The table below list frequently cited papers on 

intra-group conflict and illustrates the strong topical focus when distinguishing be-

tween task, relationship, and process conflict.

Reference Task Conflict Relationship Conflict Process Conflict

(Guetzkow & Gyr, 
1954)

Substantive conflict - conflict 
rooted in the substance of the 
task which the group is undertak-
ing. It is associated with intellec-
tual opposition among partici-
pants, deriving from the content of 
the agenda.

Affective conflict - conflict deriving 
from the emotional, affective aspects 
of the group’s interpersonal relations. 
It is tension generated by emotional 
clashes aroused during the interper-
sonal struggle involve in solving the 
group’s agenda problems.

(Priem & Price, 
1991)

Cognitive conflict is task related, 
involving the degree of disagree-
ment over the interpretation of a 
common stimulus.

Social-emotional conflict is interper-
sonal, involving competition for pay-
offs or personal disagreements.

(Jehn, 1995) Task conflict exists when there are 
disagreements among group 
members about the content of the 
tasks being performed, including 
differences in viewpoints, ideas, 
and opinions.

Relationship conflict exists when 
there are interpersonal incompatibili-
ties among group members, which 
typically includes tension, animosity, 
and annoyance among members 
within a group. 

(Amason, 1996) Functional cognitive conflict - 
When conflict is functional, it is 
generally task oriented and fo-
cused on judgmental differences 
about how best to achieve com-
mon objectives.This type of con-
flict is called cognitive conflict.

Dysfunctional affective conflict - 
When conflict is dysfunctional, it 
tends to be emotional and focused 
on personal incompatibilities or dis-
putes. This type of conflict is called 
affective conflict.
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Reference Task Conflict Relationship Conflict Process Conflict

(Jehn, 1997) Substantive conflict is conflict 
involving the group’s task.

Affective conflict refers to conflict in 
interpersonal relations

Process conflict - conflict 
about how task accomplish-
ments should proceed in the 
work unit, who’s responsible 
for what, and how things 
should be delegated. Process 
conflict includes disagree-
ments about assignments of 
duties and resources.

(Eisenhardt, et al., 
1998)

Substantive (or cognitive or issue-
oriented) conflict: conflict that is 
centered on alternative courses of 
action and interpretation of facts, 
and not conflict that is centered 
on interpersonal friction and dis-
like.

(Pelled, et al., 
1999)

Task conflict is a condition in 
which group members disagree 
about task issues, including goals, 
key decision areas, procedures, 
and the appropriate choice for 
action.

Emotional conflict is a condition in 
which group members have inter-
personal clashes characterized by 
anger, frustration, and other negative 
feelings.

(Janssen, et al., 
1999)

Task conflict in team decision 
making refers to disagreements 
about the work to be done includ-
ing issues such as the allocation 
of resources, application of pro-
cedures, and the development 
and implementation of policies.

Person conflict in team decision 
making refers to the occurrence of 
identity- oriented issues, whereby 
personal or group beliefs and values 
come into play. Such personalized 
disagreement "typically includes 
tension, animosity, and annoyance 
among team members" (Jehn, 1995: 
258) not directly related to the task 
being performed.

(Simons & Peter-
son, 2000)

Task conflict, or cognitive conflict, 
is a perception of disagreements 
among group members about the 
content of their decisions and 
involves differences in viewpoints, 
ideas, and opinions. 

Relationship conflict, or emotional 
conflict, is a perception of interper-
sonal incompatibility and typically 
includes tension, annoyance, and 
animosity among group members.

(Jehn & Mannix, 
2001)

Task conflict is an awareness of 
differences in viewpoints and 
opinions pertaining to a group 
task. Similar to cognitive conflict, it 
pertains to conflict about ideas 
and differences of opinion about 
the task. Task conflicts may coin-
cide with animated discussions 
and personal excitement but, by 
definition, are void of the intense 
interpersonal negative emotions 
that are more commonly associ-
ated with relationship conflict.

Relationship conflict, an awareness 
of interpersonal incompatibilities, 
includes affective components such 
as feeling tension and friction. Rela-
tionship conflict involves personal 
issues such as dislike among group 
members and feelings such as an-
noyance, frustration, and irritation. 
This definition is consistent with past 
categorizations of conflict that distin-
guish between affective and cogni-
tive conflict 

Process Conflict is defined as 
an awareness of controversies 
about aspects of how task 
accomplishment will proceed. 
More specifically, process 
conflict pertains to issues of 
duty and resource delegation, 
such as who should do what 
and how much responsibility 
different people should get. 
For example, when group 
members disagree about 
whose responsibility it is to 
complete a specific duty, they 
are experiencing process 
conflict. 
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Reference Task Conflict Relationship Conflict Process Conflict

(De Dreu & Van 
Vianen, 2001)

Task conflict - conflict about the 
distribution of resources, about 
procedures and policies,  and 
about judgments and the interpre-
tation of facts. Task conflict is less 
threatening to one's personal 
identity, involves less intense, 
negative emotions, and tends to 
motivate team members to search 
for optimal judgements and deci-
sions

Relationship conflicts concern in-
sights and information that are unre-
lated to the task, involve negative 
emotions and threaten one's per-
sonal identity and feelings of self-
worth.

(Hinds & Bailey, 
2003)

Task conflict refers to disagree-
ments focused on work content. 

Affective conflict (sometimes referred 
to as relationship or emotional con-
flict) refers to team disagreements 
that are characterized by anger or 
hostility among group members. 

Process conflict refers to dis-
agreements over the team’s 
approach to the task, its 
methods, and its group proc-
esses.

(Garcia-Prieto, 
Bellard, & 
Schneider, 2003)

task-related conflict is assumed to 
involve cognitive processes

person-related conflict is assumed to 
involve affective processes.

(Thatcher, et al., 
2003)

Task conflicts are disagreements 
among group members’ ideas 
and opinions about the task being 
performed, such as disagreement 
regarding an organization’s current 
strategic position or determining 
the correct data to include in a 
report. 

Relationship conflicts are disagree-
ments and incompatibilities among 
group members about personal 
issues that are not task related, such 
as social events, gossip, and world 
news.

Process conflicts are dis-
agreements about how a task 
should be accomplished.

(De Dreu & Wein-
gart, 2003)

Examples of task conflict are con-
flicts about the distribution of 
resources, procedures and poli- 
cies, and judgments and interpre-
tation of facts. 

Examples of relationship conflict are 
conflicts about personal taste, politi-
cal preferences, values, and inter-
personal style. 

(Yang & 
Mossholder, 
2004)

Task conflict exists when group 
members differ in views and opin-
ions regarding the tasks being 
performed and interpretation of 
task-related information. Cognitive 
at its core, task conflict is evi-
denced when there are disagree-
ments among group members 
about how particular aspects of 
tasks are to be accomplished, 
especially in regard to procedural, 
policy, and resource distribution 
issues.

Relationship conflict involves per-
ceived tension and frustration about 
personal differences such as inter-
personal style, attitudes and prefer-
ences, and personality. Relationship 
conflict is centered on group mem-
bers per se and has an affective 
element. It is exemplified by friction 
and clashes over personal values 
mannerisms. 
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The relationship between conflict types and performance
The distinction of conflict types into task and relationship conflict in the research on 

disagreement in teams is old and dates back to a study in the 50s by Guetzkow and 

Gyr (1954), who then called it substantive and affective conflict. A similar distinction 

of group interaction processes into a cognitive task oriented and a emotional rela-

tionship oriented category can also be found in other group interaction studies such 

as Bales’ Interaction Process Analysis (Bales, 1950) in which he distinguishes be-

tween a task area and a social-emotional area.

In current research, task conflict, also sometimes called cognitive conflict 

typically refers to conflict originating from disagreements about the content of the 

task (Jehn, 1995), and thought of as void of intense emotionality (Jehn & Mannix, 

2001). Relationship conflict, person conflict, or affective conflict typically refers to 

conflict in interpersonal relations that exists when there are perceived incompatibili-

ties among group members (Jehn, 1995). It is thought of as high in affective compo-

nents (Jehn & Mannix, 2001).  Process conflict is a younger distinction and is 

thought of as conflict about how task accomplishments should proceed in the work 

unit (Jehn, 1997). 

The relationship between intra-group conflict and group performance has fas-

cinated researchers for many years. While early conflict theorists suggested that 

intra-group conflict is always negative to performance (March & Simon, 1958; 

Pondy, 1967), this notion started to change when Jehn (1995) and Amason (1996) 

suggested that conflict can actually be good in some situations. The idea that dis-

agreements are necessary and that the absence of conflict can be detrimental to per-

formance has also been proposed earlier by Janis (1982) when introducing the con-

cept of groupthink or by Harvey’s Abilene Paradox (Harvey, 1974). Jehn and Ama-

son however suggested that it is not the presence or absence of conflict, but the par-

ticular type of conflict that matters. In two highly influential papers on organizational 

intra-group conflict, Jehn (1995) and Amason (1996) suggested that task-conflict is 

beneficial whereas relationship conflict is detrimental to a group’s performance. Ever 
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since Jehn and Amason published their highly influential papers on intra-group con-

flict, almost all following theorizations of intra-group conflict and performance 

shared to some degree the proposition of helpful task-conflict and harmful relation-

ship conflict (De Dreu & Weingart, 2003). 

Challenges of current theories
The relationship between conflict type and performance, however, is not as clear as 

previously proposed. Jehn’s study in ’95 (Jehn, 1995) inspired many other studies to 

explore the relationship between intra-group conflict and performance (De Dreu & 

Van Vianen, 2001; Eisenhardt, Kahwajy, & Bourgeois, 1998; Janssen, Van De Vliert, 

& Veenstra, 1999; Jehn, 1997; Pelled, 1996). Even though most of these studies hy-

pothesized task conflict as beneficial and relationship conflict as harmful to positive 

group performance, their actual findings often do not confirm these hypotheses and 

instead point to more complex dynamics of intra-group conflict.

Reference Type of
Data Collection Method

Subjects Task
Conflict

Relationship 
Conflict

Process 
Conflict

(Guetzkow & Gyr, 1954) behavior coding, interviews, 
surveys

107 government and busi-
ness groups

⊕⊖ ⊕⊖

(Jehn, 1995) semi-structured interviews, 
surveys

26 management, and 79 
groups in industry

⊕⊖ ⊖

(Amason, 1996) interview, surveys 48 management teams in 
industry

⊕ ⊖

(Jehn, 1997) longitudinal field observation 6 management and produc-
tion teams

⊕ ⊖ ⊕⊖

(Eisenhardt, et al., 1998) interviews 12 tech top management 
teams

⊕

(Pelled, et al., 1999) surveys 45 tech industry teams ⊕ ○

(Janssen, Van De Vliert, 
& Veenstra, 1999)

survey study 106 general team managers ⊕ ⊖

(Jehn & Mannix, 2001) Surveys 51 Student teams ⊕⊖ ⊖ ⊕⊖
(De Dreu & Van Vianen, 
2001)

Surveys 27 industry teams ⊖

(Hinds & Bailey, 2003) Literature review distributed teams ⊖ ⊖ ⊖

(Thatcher, et al., 2003) Surveys 144 MBA student teams ⊖ ⊖ ⊖

(De Dreu & Weingart, 
2003)

Meta analysis 30 publications ⊖ ⊖

⊕⊖ = mixed relationship, ⊕ = positive relationship, ⊖ = negative relationship, ○ = no significant relationship⊕⊖ = mixed relationship, ⊕ = positive relationship, ⊖ = negative relationship, ○ = no significant relationship⊕⊖ = mixed relationship, ⊕ = positive relationship, ⊖ = negative relationship, ○ = no significant relationship⊕⊖ = mixed relationship, ⊕ = positive relationship, ⊖ = negative relationship, ○ = no significant relationship⊕⊖ = mixed relationship, ⊕ = positive relationship, ⊖ = negative relationship, ○ = no significant relationship⊕⊖ = mixed relationship, ⊕ = positive relationship, ⊖ = negative relationship, ○ = no significant relationship
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This discrepancy between hypotheses and actual findings was also pointed out 

prominently through De Dreu’s meta analysis on conflict (De Dreu & Weingart, 

2003), in which they were able to show that there is no clear relationship between 

conflict type and performance. To explain the inconsistencies between the proposed 

models of conflict and performance, it has been suggested that task conflict can be 

detrimental as well as beneficial to group performance dependent on the context (De 

Dreu & Weingart, 2003). Another suggestion explaining the inconsistencies is that 

beneficial task conflict can gradually transform into detrimental relationship conflict 

(Yang & Mossholder, 2004), or that they generally occur together (Pelled, Eisen-

hardt, & Xin, 1999). Other explanations for these discrepancies are often sought in 

mediation and moderation effects of variables such as task type (De Dreu & Wein-

gart, 2003), trust (Simons & Peterson, 2000), or diversity (Thatcher, Jehn, & 

Zanutto, 2003). Despite these difficulties, the basic value of the distinction between 

task and relationship conflict is rarely questioned and the general notion of harmful 

relationship conflict and helpful task conflict remains largely unchallenged.

Possible origins of current hypotheses
The distinction between task, process, and relationship conflict is a topical one. It is 

made based on what disagreement is about. Relationship conflict is conceptualized 

as disagreement about personal issues. Task conflict is conceptualized as disagree-

ments about the task (Thatcher, et al., 2003). The very use of these distinctions 

makes certain aspects of conflict more salient than others and shapes the theoriza-

tions of the relationship between conflict and performance.

In current definitions of conflict types, task conflict is conceptualized as a 

cognitive phenomenon and relationship conflict as an affective phenomenon [Table 

6.3]. This notion is reflected in the use of conflict terms such as affective conflict for 

relationship conflict and cognitive conflict for task conflict (Amason, 1996). The 

origins of current theorizations of relationship conflict as dysfunctional and task con-

flict as functional can be found in a more than 2000 year old European American 

cultural suspicion of emotions as being inferior to cognition and inherently harmful. 
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Emotions have long been seen as more harmful and less desirable and thus in con-

stant need of being controlled by reason (Solomon, 1993; Zajonc, 2000). By concep-

tualizing relationship conflict as an affective phenomenon and task conflict as an 

emotional phenomenon, it comes by no surprise that the former is theorized as dys-

functional and the latter as functional. Task conflict thus became the Dr. Jekyll and 

relationship conflict the Mr. Hyde of conflict and we are warned by many conflict 

researchers to control our emotions in order to keep conflict functional and cognitive.

The same cultural bias might have not only affected how researchers think 

about conflict but also how subjects respond to surveys on intra group conflict. With 

only a few exceptions of observational studies (Hobman, Bordia, Irmer, & Chang, 

2002; Jehn, 1997), most studies on intra-group conflict are survey-based and rely on 

retroactive self report measures. Staw (1975) however argued that self report meas-

ures are often biased by the respondents’ implicit theories about performance. He 

showed in a series of experiments that people, dependent on their perception of per-

formance, attribute different causes to it. Based on the same cultural bias explained 

above, it can be assumed that group members when asked in a survey about conflict, 

attribute negative performance outcome to affective relationship conflict, and posi-

tive performance outcomes to cognitive task conflict.

A further examination of conflict type definitions reveals an affective bias 

between conflict types. With only two exemptions, task conflict and process conflict 

are conceptualized as neutral from an affective perspective [Table 6.3]. Relationship 

conflict, on the other hand is associated with different negative emotions of varying 

intensity. Often terms such as tension, frustration, or anger are used to describe rela-

tionship conflict (Pelled, et al., 1999). Interestingly though, positive emotions are not 

thought to occur during relationship conflict episodes at all.  This notion is confirmed 

by (Barki & Hartwick, 2004) who also observed that negative emotions are typically 

associated with relationship conflict and even seen as its defining characteristic. 

Drawing from an extensive body of research that associates negative affect with poor 

decision making performance, most research on intra-group conflict consequently 
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hypothesizes affective relationship conflict as detrimental and cognitive, emotionless 

task conflict as beneficial to performance .
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The table places current conflict conceptualizations along their underlying affective and topical dimensions. For each topic 
category (task, relationship and process) the different definitions are categorized by their conceptualization as either a cogni-
tive or affective phenomenon in the venn diagrams above. Additionally all conflict definitions are placed within an affect grid 
(Russell, Weiss, & Mendelsohn, 1989) to highlight what kinds of emotions are associated with a particular conceptualization 
of conflict. If no emotion associations were made in a conflict conceptualization, that particular conceptualization was placed 
at the center (neutral) of the affect grid. The numbers refer to the following references: 1 (Guetzkow & Gyr, 1954), 2 (Priem & 
Price, 1991), 3 (Jehn, 1995), 4 (Amason, 1996), 5 (Jehn, 1997), 6 (Eisenhardt, et al., 1998), 7 (Pelled, et al., 1999), 8 (Jans-
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Bailey, 2003), 13 (Thatcher, et al., 2003), 14 (Garcia-Prieto, Bellard, & Schneider, 2003), 15 (De Dreu & Weingart, 2003), 16 
(Yang & Mossholder, 2004)
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Summary
In sum most theories of intra-group conflict and performance rely on a distinction of 

conflict types along a topical dimension. The topical dimension is a dimension of 

what conflict is about, e.g. aspects of the task, relationship, or process. This topical 

dimension is confounded with an affective one. The affective dimension is a dimen-

sion of how conflict is carried out, e.g. a positive or neutral emotional tone character-

ized by expressions interest and excitement, or a negative emotional tone, character-

ized by expressions of frustration and contempt. Current research systematically as-

sociates topical conflict types with specific affective types. Task conflict is generally 

perceived as cognitive and void of negative emotionality. Relationship conflict is 

generally perceived as affective and characterized by intense negative emotionality. 

This affective part, that is underlying current topical conflict distinctions, has influ-

enced current hypotheses about the effects of various conflict types on performance.

I propose that the affective and topical dimension are conceptually and em-

pirically distinct. Affect has been called out as an important moderator by Jehn & 

Bendersky  (2003), but never as an independent descriptor of conflict types itself. 

There is an opportunity to extend current theory by reconceptualizing conflict as 

two-dimensional and to distinguish conflict types from an affective in addition to a 

topical perspective. The groundwork for this affective dimension has been laid out in 

empirical and theoretical work on conflict and outcomes in marital conflict as well as 

in the empirical work outlined in the previous chapters.
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A NEW THEORIZATION
OF INTRA-GROUP CONFLICT AND PERFORMANCE 
In the previous sections I laid out current theorizations of intra-group conflict and 

performance and their reliance on a topical distinction of conflict types. Researchers 

of organizational behavior have associated outcome predictions such as team mem-

ber satisfaction and performance with topical features of conflict (De Dreu & Wein-

gart, 2003). In contrast researchers of marital interactions have associated outcome 

predictions such as marital satisfaction and divorce with affective features of conflict 

(Gottman, 1994). In addition, the three studies described in this dissertation showed 

that affective dynamics are not only powerful indicators of successful marriages but 

also of successful work teams.

 In the following paragraphs I propose a theorization of intra-group conflict in 

organizations that combines the topical with the affective perspective. I will show 

that a combined affective-topical theory of intra-group sheds some light onto many 

phenomena that current conflict theories are not able to explain satisfactory.

Affective types of marital conflict
In understanding and predicting how close relationships work or fail, emotions have 

turned out to be the most productive source of information (Gottman, 2001). There-

fore in contrast to researchers of organizational behavior who categorized conflict 

episodes base on what they are about, researchers of marital conflict have catego-

rized conflict types based how they are carried out emotionally. With the ratio of 

positive to negative emotions, a distinction is made between regulated and non-

regulated couples (Gottman & Levenson, 1992). In a Western European /American 

context regulated couples are characterized by a 5:1 ratio of positive to negative 

emotions over time during a conflict episode, whereas non-regulated couples gener-

ally exhibit a 0.8:1 ratio of positive to negative emotions over time (Gottman, 1994). 

This affect based distinction turned out to have impressive predictive power. 

Gottman and Levenson (2000), for example, showed that it is possible to accurately 

(93%) predict the long-term outcome of a marriage based on the affective interaction 

72



quality during a 15-minute video sample of a couple engaging in a problem discus-

sion. It was even possible to predict divorce based on the affective interaction quality 

during the first 3 minutes of a conflict episode (Carrere & Gottman, 1999). Both the 

ratios of positivity to negativity in expressed and perceived emotions were predictive 

of marital outcomes.

Intra-group conflict as an affective process
The impact of conflict on performance is seen as highly contingent on the type of 

conflict that occurs within a group. In achieving transitions in groups from harmful 

to helpful conflict, the notion of a “conflict type” is extremely useful and the basis on 

which that conflict type distinction is drawn becomes critical. Past research has al-

most always sought this basis in the type of conflict. Jehn recognized the importance 

of affect as a separate dimension, but did not use it as a basis to draw distinctions 

between conflict types (Jehn & Bendersky, 2003). Marital models of conflict and 

performance however suggest that an affective distinction of conflict types are more 

powerful in establishing useful conflict models. This idea is supported especially by 

the third study in which I was able to show that the affective dynamics during con-

flict interactions of small engineering teams are highly indicative of team perform-

ance. An affect based distinction of conflict as a basis for an updated conflict-

performance model is also supported by the work of Fredrickson, Losada, and 

Heaphy (Fredrickson & Losada, 2005; Losada & Heaphy, 2004) who proposed that 

the ratio of positive to negative emotions relates to the outcome of teams, and by 

(Curhan & Pentland, 2007), who showed that affective interaction patterns in the first 

five minutes of a negotiation predict its outcome. In figure 6.1 I therefore propose a 

conflict model that uses affect as the basic for the distinction of conflict types.

A balance theory of intra-group conflict and performance
With the model depicted in figure 6.1, I want to introduce the notion of intra-group 

conflict as an affective team process and draw from Gottman’s theory of marital dis-

solution and stability (J. Gottman, 1993) and his Balance theory of marriage Leven-
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son & Gottman, 1983) to form an affect based theory of intra-group conflict and per-

formance. I argue that emotions have a central role not only in relationship conflict 

but in any type of intra-group conflict. The important question is not so much about 

whether emotions occur or not, but rather what kinds of emotions, in what contexts 

those emotions occur and how they are responded to.

I use the term intra-group conflict here to refer to interaction episodes that are 

organized around disagreements, discrepancies, or differing values within a team. By 

focusing on interactions I refer to conflict only when it is actually carried out in the 

moment. It is in the context of interactions that conflict surfaces. Intra-group conflict 

then can be characterized as an interactive process organized around disagreements 

in which the flow of affective behaviors and perceptions influence each other. The 

definition of team process as described by Marks et al. (2001) is extended here to 

include emotional behaviors as acts that convert inputs to outcomes to achieve col-

lective goals.

Non-Regulated Conflict
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negative 

attributions 
(Relationship 

Conflict)

+
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+ -
+

Regulated Conflict
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Output

Group
Experience
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Processes
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Past theories of conflict and performance have focused on what conflict is 

about, or the topic such as task, conflict, and relationship when making distinctions 

about whether conflict is functional or dysfunctional. My goal is to introduce a the-

ory that shifts the focus from topic to affect, or to how conflict is actually carried out 
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when making distinctions about whether a conflict episode is functional or dysfunc-

tional. This is a shift not only from topic to affect it is also a shift from a retrospec-

tive conceptualization of conflict to a focus on the moment-to-moment flow of emo-

tions during conflict. Conflict in teams is constructed in interactions among members 

of a team. Conflicts do not just come into existence by themselves. They get shaped 

through interactions. It is those interactions and their quality, that are at the core of 

my theorization of intra-group conflict.

Distinguishing regulated from non-regulated conflict
The distinction between regulated and non-regulated conflict is based on a 

Balance Theory of Marriage, which states “that those processes most important in 

predicting dissolution would involve a balance, or a regulation, of positive and nega-

tive interaction. (Gottman & Levenson, 1992)”.  An early method to operationalize 

the distinction between regulated  and non-regulated  couples was to codify the oc-

currence of affective behavior in marital conflict interaction episodes  using the Cou-

ples Interaction Scoring System (CISS) (Gottman, 1979) and later the Rapid Couples 

Interaction Scoring System (RCISS) (Krokoff, Gottman, & Hass, 1989).
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teen of the 73 couples (24.7%) actually separated; their average
length of separation was 8.1 months. Nine of the 73 couples
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short 4-year period resulted in a fairly small pool of divorced
couples.

Our analyses of these data will be reported first in terms of
evaluation of the cascade model of marital dissolution and then
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teen of the 73 couples (24.7%) actually separated; their average
length of separation was 8.1 months. Nine of the 73 couples
actually divorced (12.5%). Thus, as suggested in the introduc-
tion to this report, the low annual base rate of divorce and the

short 4-year period resulted in a fairly small pool of divorced
couples.

Our analyses of these data will be reported first in terms of
evaluation of the cascade model of marital dissolution and then

“On each conversational turn the total number of positive RCISS speaker 
codes minus the total number of negative speaker codes was computed for 
each spouse. Then the cumulative total of these points was plotted for each 
spouse. [FIGURE 6.2] The slopes of these plots, which were thought to pro-
vide a stable estimate of the difference between positive and negative codes 
over time were determined using linear regression analysis. All couples, even 
happily married ones, have some amount of negative interaction; similarly, all 
couples, even unhappily married ones, have some degree of positive interac-
tion (Gottman & Levenson, 1992).” 
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This behavior analysis can also be used to distinguish regulated from non-

regulated conflict in intra-group conflict. Regulated conflict (  ) is therefore de-

fined as conflict that is characterized by a more or less consistent display of more 

positive than negative affective behavior. Regulated conflict thus is conflict during 

which all speaker slopes are significantly positive. Non-regulated conflict (  )  is 

defined as conflict that is characterized by that at least one of the speaker slopes is 

not significantly positive. Even though the original distinction between non-

regulated and regulated couples was originally behavior-based using RCISS, Gott-

man was able to show that the categorization of couples can also be operationalized 

using other affective behavioral coding systems, physiological measures, and experi-

ential measures (Gottman & Levenson, 1992). The applicability of this distinction to 

work-related contexts was shown in the first study of this dissertation. A point-graph 

based distinction of programming pairs into regulated and non-regulated pairs was 

not only possible but also indicative of a pairs subjective and objective performance.
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Crucial to the distinction of regulated and non-regulated conflict types is a 

distinction between harmful and beneficial affective behaviors. Affective behavior is 

often grouped into positive and negative categories based on valence. It is a categori-

zation based on the subjective experience as pleasant-positive or unpleasant-

negative. Many affect categorizations exist, that have valence as a basic dimension 

(Russell, 1980; Watson & Tellegen, 1985) to categorize emotions. The Specific Af-
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fect Coding System (SPAFF) (Coan & Cottman, 2007), which was used in many 

studies to classify affective behavior during marital interactions also groups behavior 

into positive and negative consistent with a valence dimension.  

In contrast to the aforementioned valence based approaches, emotions can be 

categorized as to whether they draw people together or push them apart (Levenson, 

1999). Kemper (1984) refers to the first type of emotions as integrative and to the 

latter type as differentiating emotions. Emotions have relational meaning (Lazarus, 

1991), and this is a categorization along that dimension. In the context of this work, I 

make distinctions between behaviors, based on their affective relational meaning that 

these behaviors have in a particular cultural context. Distinguishing affective behav-

ior based on relational meaning rather than valence has direct implications for their 

categorization as either positive or negative. Sadness, for example is usually catego-

rized as negative on many valence based scales (Russell, 1980; Watson & Tellegen, 

1985). Gottman, as well, categorizes sadness as a negative behavior (Coan & Cott-

man, 2007). If, however, we look at the relational meaning of sadness, we can de-

scribe it as positive because its expression often draws people together. If we see a 

person crying, we are more inclined to turn towards that person and help rather than 

turn away and leave. Giese-Davis refers to sadness as a form of primary negative 

affect, that is negative affect that has a vulnerable quality which draws people to-

gether (Giese-Davis, Piemme, Dillon, & Twirbutt, 2005). She distinguishes primary 

negative affect from hostile and defensive affect, which is negative affect that pulls 

people apart. Emotions can also differ in their relational meaning across cultural con-

texts. Shame, for example, is an emotion that differs greatly in meaning between 

Japanese and European American cultural contexts. In a European American context 

shame is seen a withdrawal emotion and negative whereas in a Japanese context 

shame is seen as an approach emotion (Moore, Romney, Hsia, & Rusch, 1999). This 

difference reflect the relational meaning shame has in those different cultures. In our 

cultural context, shame disconnects us from our peers whereas in Japan, shame re-

connects people with their community. 
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Regulated conflict and group performance
Regulated conflict (  ) refers to disagreements about tasks, topics, and relation-

ship (non task) related issues that are carried out with an occurrence of more positive 

than negative affect. Regulated conflict is characterized by expressions of interest, 

validation, excitement, and humor and by the absence of hostile emotions such as 

contempt or belligerence.

+
Regulated Conflict

Task
Output

Group
Experience

Social
Processes

Performance

While positive affect such as positive mood has been directly related to team 

performance (George, 1995), a growing body of research links the experience of 

positive affect to improvements in outcomes such as improved creativity (Amabile, 

Barsade, Mueller, & Staw, 2005), and creative problem solving (Isen, Daubman, & 

Nowicki, 1987; Isen, Daubman, & Nowicki, 1998). The most extensive empirical 

support for a link between positive affect and creativity comes from a line of work 

by Alice Isen, in which she was able to show that inducing positive affect through 

something as simple as the receipt of a small gift, or a short amusing video can lead 

to improved creative problem solving (Estrada, Isen, & Young, 1997; Isen, et al., 

1987). With the affect and creativity cycle (Amabile, et al., 2005) propose a theory 

about affect and creativity in organizations. The model describes a cycle in which 

positive affect promotes creativity which in turn stimulates positive affect.  The ex-

perience of positive affect has also been shown to lead to more inclusive thinking 

(Isen & Daubman, 1984) and integrative problem solving (Carnevale & Isen, 1986). 

Cognitive boundaries seem to become less rigid and more fluid. This integrative no-

tion is consistent with Fredrickson’s broaden and build theory of positive emotions, 

which posits that experiences of positive emotions broaden people's momentary 

thought-action repertoires and build personal resources (Fredrickson, 2001). Accord-
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ing to this theory, individuals who experience specific types of positive affect are 

more likely to discard everyday behavioral scripts in favor of novel, creative, and 

often unscripted paths of thought and action (Fredrickson, 1998).

Another major part of research that suggest a positive emotion and outcome 

performance link is the research on positive affect and decision making. For example 

(Staw & Barsade, 1993) found that positive affect has beneficial effects on a wide 

range of decision making tasks, including: more accurate decision making, more 

careful and thorough considerations of available information, and greater tendency to 

recognize situational contingencies. Other studies have shown that positive affect 

supports high decision making performance as it leads to more integrative considera-

tions of available information and a decrease in fixation (Estrada, et al., 1997).

Many studies also support a beneficial relationship between positive affect 

and social performance outcomes. Staw and Barsade (Staw & Barsade, 1993) for 

example found that high positive affect leads to increased interpersonal performance 

and higher contributions to group solutions, in leaderless groups. Through a wide 

range of experimental settings Alice Isen and her colleagues showed, that the experi-

ence of positive affect increases helping behavior (Isen, 1970); Isen, Clark, & 

Schwartz, 1976; Isen & Levin, 1972, Isen, et al., 1976). This positive relationship 

between positive affect and helping behavior was found across a wide range of stim-

uli to induce positive experiences such as receiving cookies, successful completion 

of a task, finding a coin, or the receipt of stationary as a present. Further (George, 

1991) found evidence that positive mood as a state is related to prosocial behavior. 

Another large body of evidence comes from marital interaction studies in which in-

teraction patterns characterized by positive emotions have been repeatedly related to 

higher relationship satisfaction (Gottman & Levenson, 1985).

There is also evidence that supports a link between positive affect and positive 

experience as a performance dimension. Isen and her colleagues (Isen, Shalker, 

Clark, & Karp, 1978), for example, showed that people experiencing positive affect 

have a brighter outlook on their circumstances, they seem to see the glass rather half 
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full than half empty, and they seem to access more positive memories. Staw, Sutton 

and Pelled (Staw, Sutton, & Pelled, 1994), found that positive affect as expressed or 

experienced leads to a more supportive social context, greater pay, and higher super-

visor evaluations. Baron found a link between experience of positive affect and self 

efficacy (Baron, 1990). Gottman (1994) showed that an interaction characterized by 

the expression of positive affect is experienced as a state of well-being. A lack of 

rejection behaviors, punishing remarks, or statements that cause embarrassment is 

therefore probably conducive to feeling psychologically safe (Edmondson, 1999) and 

prone to increased learning performance.

In sum there is a large body of research in support of the notion that the ex-

pression and experience of positive affect is related to a broad range of team per-

formance relevant dimensions.

Non-regulated conflict and group performance
The literature supporting a relationship between characteristics of non-regulated con-

flict interactions and performance is far less extensive as the literature supporting a 

relationship between regulated affect and performance. Especially in the literature  

on organizational groups and teams there is almost an absence of research on nega-

tive affect and performance. To recall, non-regulated conflict (  ) refers to dis-

agreements about tasks, topics, and relationship (non task) related issues that are 

carried out with an occurrence of more negative than positive affect. Characteristic 

emotions of non-regulated conflict are, what Gottman calls the four horsemen of the 

apocalypse (Gottman, 1994): Defensiveness, contempt, stonewalling, and criticism.
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-
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There are several mechanisms described in the literature that support a harmful effect 

of non-regulated conflict on performance. Specifically there are interpersonal effects 

of negative affect on cognition and problem solving and then there are interpersonal 

mechanisms on expressed affect and specific emotions.

While there is some support for what is called a depressive-realism effect, that 

the experience of low levels of negative affect can be beneficial for various decision 

relevant processes such as accuracy of judgments (Alloy, Abramson, & Viscusi, 

1981), or assessments of one’s own ability in ambiguous task situations (Tabachnik, 

Crocker, & Alloy, 1983), there is considerable evidence that these individually ad-

vantageous effects might be outweighed by damaging effects of negative affect in 

interpersonal interactions (Felps, Mitchell, & Byington, 2006). Even though the 

damaging effects of negative affect in interpersonal settings are often underestimated  

(Miner, Glomb, & Hulin, 2005), there is evidence that for example, negative affect 

can poison organizational culture (Aquino, Douglas, & Martinko, 2004), negatively 

influence perceptions of leaders (Lewis, 2000), negatively influence problem solving 

performance in family interactions (Forgatch, 1989), and negatively affect health 

(Begley, 1994). Because of the severity of expressions of negative affect and hostility 

in interpersonal situations, it has also been referred to as a form of workplace vio-

lence  (Neuman & Baron, 1998).

In sum, despite of a smaller amount of research into the effects of negative emotions 

on team-performance relevant mechanisms there is some evidence that negative af-

fect when experienced and especially when expressed, can be harmful to organiza-

tional team performance.

Non-regulated conflict, attributional shifts and group per-
formance - relationship conflict as an emergent state
We only need a thin slice of another person’s behavior to make complex assessments 

about who that person is and what he or she will do in the future (Ambady & Rosen-

thal, 1992). In a study Ambady and Rosenthal (Ambady & Rosenthal, 1993) showed 

that from less than a 30 second slice of a teacher’s behavior, students formed judg-
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ments about the teacher that were in line with the end of semester evaluations by 

students in the course. In another set of studies Brian Knutson was able to show that 

people form interpersonal trait inferences from short exposure to facial expressions 

(Knutson, 1996).

Similarly Gottman, linking interpersonal attributions to expressive behavior, 

describes a process in which expressive behavior influences perception which in turn 

affects the formation of global and stable attributions about another person (Gottman, 

1994). Felps also theorizes that over time a group member’s Negative behavior can 

be seen as stable and intractable (Felps, et al., 2006). In the current literature on 

intra-group conflict relationship conflict has been described as a particular type of 

conflict process. I propose that relationship conflict can be better conceptualized as 

an emergent state.
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According to Marks (Marks, et al., 2001) emergent states are constructs that 

characterize properties of the team that are typically dynamic in nature and vary as a 

function of team context, inputs, processes, and outcomes. The notion of relationship 

conflict as an emergent state draws from Gottman’s theory of marital dissolution and 

stability (Gottman, 1993) when he refers to a sudden, drastic flip in perception. 

Gottman theorizes that when the ratio of positive to negative behaviors that are dis-

played in an interaction drop below a certain threshold, the emotional state of the 

participants change from a state of wellbeing to a state of distress (Gottman, 1994). 

When this happens it marks a sudden shift in perception from attributing negative 
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behaviors to situational cases to attributing to dispositional causes. Over time, those 

negative attributions become global, stable and almost irreversible. Describing rela-

tionship conflict as a state change from making positive interpersonal attributions to 

global negative ones fits quite well with current conceptualizations of relationship 

conflict. In the relationship conflict examples by Jehn (1997) below, the formation of 

global negative attributions becomes quite clear.

Her attitude just stinks. It’s a personality conflict in the first place. I’d rather 
be working for anyone else but her. I just can’t stand her attitude and her 
voice. We just clash.
Like any situation, there are some of us that don’t get along, and so we don’t 
talk at all. (Jehn, 1997)

In the examples above there are global negative judgments (Her attitude just 

stinks.) and evidence of a shift in perception from situational to dispositional as the 

very same voice might not always been perceived as negative (I just can’t stand 

her attitude and her voice). Table 6.4 summarizes the characteristics of an attribu-

tional shift into the emergent state of relationship conflict. It is important to distin-

guish the emergent state of relationship conflict from the different types of conflict 

processes that are focused on relationship related issues as topics of disagreement.

State Characteristics

Interpersonal 
Attributions

Positive

Interpersonal 
Attributions

Negative

- 	negative interactions are not conceptualizes as relationship 
conflict

- 	positive interpersonal attributions
-	 perception of well-being during interactions
- 	negative behavior is attributed to situational causes

-	 negative interactions are conceptualized as relationship conflict
- 	global and stable negative attributions that are almost impossi-

ble to reverse
- 	perception of distress during interactions
- 	negative behavior is attributed to dispositional causes
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SUMMARY AND DISCUSSION
In the preceding paragraphs, I proposed an extension of current organizational theo-

ries of intra group conflict by combining them with theories about marital conflict. In 

sum, the following five ideas are introduced and combined into an updated theory of 

organizational conflict and performance, a balance theory of intra-group conflict:

(1) A distinction of conflict types into regulated and non-regulated conflict based 

on affective characteristics as introduced in a Balance Theory of Marriage 

(Gottman & Levenson, 1992) and a Theory of Marital Dissolution and Stabil-

ity (Gottman, 1993).

(2) A distinction of conflict types into task, process, and relationship conflict 

based on topical characteristics according to established conflict theories 

about organizational intra-group conflict (Jehn, 1997).

(3) A distinction between processes and emergent states (Marks, et al., 2001). 

(4) A mechanism linking affective processes with emergent states of global nega-

tive attributional shifts towards negative trait inferences as described by 

Gottman (Gottman, 1993) and Knutson (Knutson, 1996)

(5) A distinction of between regulated and non-regulated conflict based on an 

approach withdrawal distinction rather than the typical valence based distinc-

tion (Kemper, 1984). 

The major strengths of the balance theory of intra group conflict come from 

introducing a shift from focusing on conflict in terms of what it is about (topic) to 

how it is actually carried out (affect). This shift in focus offers explanations for some 

phenomena, that previous theories could not explain satisfactory, For example almost 

all studies on intra-group conflict start out with hypotheses about task conflict being 

beneficial, and relationship conflict being harmful to performance. However often 
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results are found that contradict these hypotheses and show task conflict as harmful 

under some circumstances and relationship conflict as not harmful (Pelled, et al., 

1999). This phenomenon is often even referred to as paradoxical (Amason, 1996; 

Jehn, 1995). Previous theorizations often explained this phenomena by speculations 

that task conflict can under certain situations turn into relationship conflict. However 

it is still an open question as to what the mechanisms of this transformation are 

(Jehn, 1997). According to a balance theory of intra-group conflict, task conflict can 

occur in two ways: regulated (  ) and non-regulated (  ). Only the non-

regulated form of conflict is harmful to performance relevant outcomes. The same is 

true for relationship conflict. Each topical conflict type can express itself in two 

ways, and previously the regulated and non-regulated form have mostly been con-

founded into the respective topical categories. Distinguishing topic from affect, it is 

also possible to explain why under certain circumstances task conflict “transforms” 

into relationship conflict. This transformation can be explained through a shift to-

wards negative interpersonal attributions, led by a continued engagement in non-

regulated conflict interactions. The transformations from task to relationship conflict 

marks a point at which the state of relationship conflict emerges out of continuing 

non-regulated conflict interactions.

Many researchers have argued that the intensity of emotions during conflict 

plays an important role. Consequently they advised managers to avoid heated con-

flict interactions. According to a balance theory of conflict, however, the arousal 

level is not important. Even researchers of marital interactions initially thought that 

emotional intensity matters. Gottman (1994) however found that the emotional inten-

sity during conflict is irrelevant. What matters is the balance between positivity and 

negativity during the interaction. He was able to find three types of functional con-

flict interactions that vary in their level of intensity but not in their balance between 

positivity and negativity: Volatile, validating, and conflict-avoiding. The volatile 

couples are the highest in emotional expressivity, the validating couples intermedi-

ate, and the conflict-avoiding couple are the lowest.
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The balance theory of intra-group conflict was developed with small highly 

interdependent teams in mind. It is motivated by my experiences in a small four-

person design team and by the findings form the three studies in this dissertation. 

The theory also focuses on teams that are less regulated through formal processes 

and more dependent on direct interpersonal interactions. For example consider a 

small production-focused team with an assigned project manager that follows a 

clearly laid out project plan. In such a team the affective quality of a teams’ interac-

tions might have less impact on the team outcomes because who does what is clearly 

laid out and whether tasks get done is more dependent on the relationship with the 

manager than  with other team members. Emotions are regulated externally through a 

strong superimposed procedural structure and hierarchy and this structure takes con-

trol precedence. Even if two team members don’t like each other they still have 

clearly assigned tasks and responsibilities. This is different in small, innovation fo-

cused, start-up like teams, that often do not have an explicitly assigned project man-

ager nor a precisely laid out project plan that structures their work. In these teams, 

emotions are more likely to take control precedence over what gets done. Those 

teams are highly dependent on frequent interactions and information exchange and 

therefore the affective quality of each interaction directly influences the direction and 

outcomes of a project.

The recommendations that can be derived from current theories are often dif-

ficult to put into practice. A common recommendation to managers and team mem-

bers is to carefully manage conflict in ways that one can benefit from the helpful 

effects of task conflict while avoiding the detrimental effects of relationship conflict 

(Jehn & Mannix, 2001; Amason, 1996; Jehn, 1997). How managers, engineers, and 

team members can actually do this, remains almost always unclear. Specific recom-

mendations are often limited to avoiding overt expressions of high negative emo-

tions, for example by providing spaces in which employees can “let of steam” (Jehn 

& Bendersky, 2003). Researchers of marital conflict used to hold the belief that both 

the avoidance of conflict by suppressing all negative emotions as well as highly vola-
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tile and loud engagements in conflict are detrimental for relationships. This changed 

when Gottman (1994) found that it is not the volatility of conflict that matters but the 

balance of positivity and negativity that does. He showed that there can be three 

types of conflict interactions that vary in their level of volatility but that are al func-

tional. A balance theory of intra-group conflict suggests that the same is true for or-

ganizational teams. What matters is not the “what” of conflict, whether people  dis-

agree about task, relationship, or process related issues, but “how” they actually do it 

matters a great deal. Eisenhardt and others (Eisenhardt, Kahwajy, & Bourgeois, 

1998)  when quoting a manager “We scream a lot, then laugh, and then resolve the 

issues” support this idea that there can be highly volatile disagreements that are not 

harmful for the overall progress of a project. The balance theory of intra-group con-

flict introduced here derives its core distinctions from observable behavior. These 

behaviors can be acted on directly and conflict interactions can be steered from nega-

tively to positively balanced ones. 

Engineering team performance is still seen as a determinant of rational 

thought and technical engineering skills. These skills however can only come to bear 

in the context of emotionally functional interactions. The ability to build those inter-

actions by regulating ones own emotions and the emotions of fellow team members 

is therefore critical for building a team interaction context that is conducive for high 

engineering team performance. It it time that emotions are considered as crucial in 

understanding engineering team work. Emotions are not ornament, they are the driv-

ers of high engineering team performance. 
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... that’s it ...
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... yup.
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